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Abstract

Supersymmetry is one of well-motivated theoretical frameworks beyond the Standard
Model ("SM") in the elementary particle physics. The supersymmetric models predict
new particles accompanying all of the SM particles. It is promising that gluino is
discovered at the LHC because of its relatively light mass and its large production
cross-section in a proton-proton collision. In this thesis, gluino is searched for with the
ATLAS detector in the proton-proton collision at the LHC in final states with multiple jets
and large missing energy (E;"iss) originating from undetected supersymmetric particles
)2? (the lightest neutralino). In order to improve the sensitivity especially for the high )2?
mass around 1 TeV, new techniques of quark/gluon separation and multivariate analysis
are introduced. For a direct decay signal with a high gluino mass and a high )2? mass,
they make a gain in the background rejection power by factor 2 from the previous study.

As a result of this search using 36.1fb~'data recorded in 2015 and 2016 at the
center-of-mass energy /s = 13 TeV, there is no significant excess indicating the gluino.
Strongest exclusion limits on the gluino and )210 masses are obtained for gluino direct
and one-step decay models. Especially, the high )2? mass region in the high gluino mass
range is more effectively searched than the previous study. The )2? mass is excluded up to
1 TeV in the gluino mass range of 1.50—1.80 TeV for the gluino direct decay, and excluded
up to 0.85 TeV in the gluino mass range of 1.25-1.85 TeV for the gluino one-step decay
at 95% confidence level.



Preface

The ATLAS experiment is taken part in by the ATLAS collaboration of a few thousands of people.
In this dissertation, the analysis uses data recorded by the ATLAS detector and based on the ATLAS
software framework. The LHC and ATLAS detector are described in Section 2, which are developed
and operated by the CERN laboratory and ATLAS collaboration. The content in that section is based
on papers published by them, but a sub-section of "data quality monitoring in the LAr calorimeter"
in Section 2.2.4 is based on my own study. The analysis is based on the reconstruction algorithm
and Monte Carlo simulations described in Sections 3 and 4 developed by the ATLAS collaboration.
I performed the calibration of quark/gluon separation variable explained in Section 6 and the main
analysis, in which quark/gluon separation and multivariate analysis are introduced, described in
Sections 7-10.
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1 Supersymmetry

1.1 Introduce supersymmetry
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Figure 1.1: Summary of comparison between measurements with the ATLAS detector and theoretical
predictions in several SM total production cross section measurements [1]. Theoretical predictions are obtained
with NLO or higher order calculation.

The Standard Model (SM) of particle physics is extremely successful in describing the phenomena
of elementary particles and their interactions. For instance, the predicted total production
cross-sections of the SM process in p-p collision perfectly agree with the measured ones with
the ATLAS detector (Figure 1.1). Nevertheless, it is believed to be a low energy realization of a more
general theory because there are serious problems in the SM as follows:

* Higgs mass problem ("Fine tuning" problem)
* No unification of electroweak and strong interactions
e No Dark Matter ("DM") candidate

These problems could be explained by new physics appearing at the TeV scale.
"Supersymmetry (SUSY)" is an attractive candidate for the new physics. SUSY is introduced to
solve the Higgs mass problem, which is related to the stabilization of the Higgs mass against radiative
corrections from Planck scale physics.

The Higgs mass is measured at the LHC experiments as my = 125.09 + 0.21(stat) +
0.11(syst) GeV [2]. The Higgs mass is calculated from both of bare mass of the Higgs and the
higher order corrections. These corrections are calculated from the sum of one-loops with all of the



1 Supersymmetry

fermions (quarks and leptons) in the SM. Fermion (f) one-loop correction as shown in Figure 1.2
contributes to these corrections. The calculation of the Higgs mass with this correction is written in
Egs. 1.1 and 1.2.

my = my o+ Amy (L.1)
2 _ _DPa2
Amig = ~ g Bowor T 777 (1.2)

where mpy o is the bare Higgs mass, y is the Higgs coupling with a fermion and Acy—of is cut-off
scale emerging in the loop calculation, which is necessary to be enough large to cover considered
physics process and here it’s about 103 GeV(GUT scale[Section 1.2 ]). m%{ is 125% GeV? and the
second term on the right-hand side is O(10'°*%) GeV2. Thus, m%l’o needs to be O(10°°) GeV? and
the upper 26 digits of the mlzLLO need to be the same as the second term. This unnatural tuning on the
m%i’o is called as "Fine tuning problem".

H H

—_ — — - —_ — — -

Figure 1.2: Loop correction of fermions on the Higgs mass.

If a new scalar particle S exists, a loop correction represented in Figure 1.3 also contributes to the
Higgs mass corrections. This correction’ is given as

Api. - = s | >

H,S — @ cut—off T 77 (13)

Fermi particles such as quarks and leptons satisfy the anticommutation relations of f(x)f(x’) =
—f(x")f(x). In contrast, scalar particles follow boson statistics, which satisfy the commutation
relations of S(x)S(x’) = +S(x")S(x). This difference makes opposite sign between Egs. 1.2 and 1.3.
Due to this opposite sign, if a new scalar particle with || = 2|y|? such as in Fig 1.3 is introduced,
the Acut—off contributions in the Higgs mass calculation can be canceled.

In this case, the symmetry (supersymmetry, SUSY) between fermions and bosons can cancel
the Acy—of contributions in the Higgs mass calculation from all of the fermions in the SM. A
supersymmetry transformation Q changes a bosonic state to a fermionic state and vice versa.

Q|fermion) = |boson), Q|boson) = |fermion) (1.4)

This symmetry introduces new particles ("supersymmetric(SUSY) particle") accompanying all of
the SM particles. The tables of the SM particles and the SUSY particles are shown in Figure 1.4.

! The relative difference by 2 between new scalar particle’s correction and fermion’s correction is due to spin sum. A
fermion has spin % but a scalar particle has spin 0. The spin makes 2s + 1(s is spin) factor in summing all spin states in
the calculation.

10



1.1 Introduce supersymmetry
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Figure 1.3: Loop correction of a scalar particle on the Higgs mass.

The new particle is not observed at the same mass as that of the SM particle. Therefore, the mass of
each new particle is not exactly the same as that of the corresponding SM particle and the SUSY is
considered to be broken softly in order to lift up the mass of the SUSY particles to the heavier mass
that are not ruled out by experiments until now.

Standard particles SUSY particles
ug cgj t
Higgsino

dd sid b

) Quarks Leptons Force particles SUSY force
&) o @ susy o

Figure 1.4: The Standard Model (SM) particles (Left) and the supersymmetric particles accompanying each
particle in the SM (Right).

WO, BY, and H are mixed to form four mass eigenstates. They are electrically neutral and called
"neutralinos". )2?, )Zg , )Zg, and )22 denote these four neutralinos in the ascending mass order. W=,
H*, and H™ make four mass eigenstates with electric charge +1, which are called "charginos". They
are denoted as yi" and 5. ¥i is lighter than ¥3. The neutralinos, charginos, and gluino g, which is
a SUSY particle corresponding to the gluon, are referred to as "gauginos". The other SUSY particles
accompanying the fermions in the SM are called "sfermions".

11



1 Supersymmetry

1.2 Benefits of the supersymmetry

1.2.1 Unification of the electroweak and strong interactions

The SUSY is introduced in order to make the light Higgs mass naturally. However, the SUSY
has also other benefits. One of the important benefits is a unification of the electroweak- and
strong-coupling constants at a high energy scale (GUT scale). The theory to unify these interactions
is referred to as Grand Unified Theory (GUT). The SM is a gauge theory of SU(3) x SU(2) x
U(1). Their coupling constants a;(Q) (i = 1,2, 3) are running by following a renormalization group
equation ("RGE") depending on energy scale Q (RG energy scale). The RGE is written as [3]

da;(Q) _ _ﬂ 2
dnQ 27_[_0'1(Q)’ (1.5)

where b; are the coefficients obtained from loop calculations contributing to each gauge boson. By
solving Eq. 1.5, the evolution of the coupling constants are described as

! ! +ﬁln(£)+---, (1.6)

Q) ailmy) 27 \mw

In the naive SU(5) GUT case without the SUSY, the three coupling constants cannot be unified.
In contrast, if the SUSY particles are taken into account in Eq. 1.6 and located at O(1) TeV, these
particles contribute to b; to change the running of the coupling constants, which makes unification
of three coupling constants at an energy scale of O(10'°716) GeV as shown in Figure 1.5. To realize
this unification, the gaugino masses are loosely constrained to around O(1) TeV [4].

60— T T T T T E
50F '
40- <
o 30§ - _

10

8 10 12 14 16 18
Log,,(Q/GeV)

Figure 1.5: Running of the coupling constants ¢;(Q) following renormalization group equations without (dashed

lines) and with (solid lines) supersymmetry. Here, the Minimal Supersymmetric Standard Model is used as a
model of the supersymmetry.

12



1.2 Benefits of the supersymmetry

1.2.2 Dark Matter

In addition to the unification at the GUT scale, the SUSY can provide a good DM candidate.

The existence of Dark Matter (DM) is established by cosmic measurements, for example, a
measurement of galactic rotation curves as shown in Figure 1.6. The DM can make an interaction

150 |-

100

V (km s-!)

50 /

Figure 1.6: Measured rotation curve (points) of galaxy M33 with the fitted model (continuous line) [5]. The
other lines show the dark halo contribution (dot-dashed line), the disc in galaxy contribution (short-dashed
line) and the gas contribution (long-dashed line), respectively. The y-axis v is a rotational velocity of an object
on a stable Kepler orbit with a radius R around a galaxy. The dark halo contribution is necessary to make a
good agreement between the fitted model and measurement. This is one important piece of evidence for the
Dark Matter.

with matters only at a low rate since it does not measure in luminous cosmic observation. In the SM
particles, there is no candidate to explain such a non-interactive matter except neutrino. However,
neutrino also cannot be a DM candidate since neutrino is inconsistent with the relic DM density
explained later due to its too light mass. The relic density of the DM Qpy; is obtained by the recent
measurement of the anisotropy of the cosmic microwave background ("CMB" [6]). The measured
value is

QDMHg = 0.1186 + 0.0020, (1.7)
Qx = pX/pcrita (1.8)

where Hj is the Hubble constant in units of 100km/(s - Mpc) and o is the critical mass densityz. If
the DM is a Weakly Interacting Massive Particle (WIMP), the DM was in thermal equilibrium with
the ordinary SM particles in the early universe, and the time evolution of the Qpy can be calculated.
From the present DM density Qpy and its evolution equation, the DM mass is estimated to be 10 —a
few 1000 GeV [7].

In the SUSY particles, the lightest neutralino )2? can be stable and only weakly interact with other
particles under an assumption of "R-parity" conservation. Thus, the )’5? can be a good candidate for
the DM and it implies that the mass of the )2? is 10 — a few 1000 GeV, considering the DM relic
density.

2 If total mass density of all matters piory] iS Perit, the universe is a flat universe, which is the border between close universe
and open universe

13



1 Supersymmetry

R-parity conservation
The R-parity conservation is often assumed in the SUSY, which is mainly motivated by the
experimental result of the proton-decay. The observed lower limit on the proton lifetime is
7(p — et + 1% > 1.6 x 10** years (1.9)

at 90% confidence level. In the SUSY, if baryon and boson numbers are not conserved, proton decay
can easily occur via a SUSY particle, which is inconsistent with the above experimental result. For
example, Figure 1.7 shows one of proton decay processes via a SUSY particle. The decay process

/ U e’

Sk

SR

d
\ U u } m°

Figure 1.7: p — ¢* + ¥ decay via a supersymmetric particle §% without any conservation related to lepton-
and baryon-numbers.

in Figure 1.7 will be forbidden if baryon- and lepton-numbers are conserved in the SUSY as in the
SM. In the SM, these numbers are accidentally conserved as a consequence that there is no possible
renormalizable term which violates lepton- or baryon-number. However, in the SUSY, there are
renormalizable terms which can violate these numbers. Thus, the conservation of these numbers
does not naturally occur. In order to forbid the proton decay process, alternative weaker conservation
is introduced. That is the R-parity defined as

R = (=1)3B-L)2s, (1.10)

where B and L are baryon- and lepton-numbers, respectively, and s indicates spin. In Figure 1.7, u
and d in the initial state have R = +1 (even), §% has R = —1 (odd), and et and i in the final state have
R = +1 (even). Thus, both of ud — §} and §, — e*ii are forbidden under the R-parity conservation.
Furthermore,

X ={ +1  (SM particles) (1.11)

—1 (SUSY particles)
is established.

In the SUSY models with the R-parity conservation, the following two constraints on the process
of the SUSY particles can be said:

1. The SUSY particles are produced from the SM particles by pair-production.
2. One SUSY particle cannot decay to only the SM particles.

By the constraint 2, the Lightest Supersymmetric Particle ("LSP") cannot decay to any SM particle,
which means it is stable. Thus, if the )2? is the LSP, ,\7? could be a good DM candidate.

14



1.3 Runl results

1.3 Runl1 results

The SUSY provides great benefits described in the previous section. To obtain these benefits the
gaugino mass needs to be around 1 TeV typically. In contrast, the sfermion mass is know to be
further heavier than the gaugino mass. The results of the squark (and gluino) searches in Runl at the
ATLAS experiment are shown in Figures 1.8. The squark mass is excluded up to 900 GeV already.
In addition, the squark mass is strongly predicted to be heavier than ~ 5 TeV as explained in the next
section, which is consistent with this Run1 result.
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(a) Exclusion limits on
pair-production decaying to gq )2(1) in
Runl by O-lepton analysis [8]. Red
solid and break lines show observed
and expected exclusion limits,
respectively. The expected exclusion
limit is obtained from predicted signal
yield by the simulation.

(b) Exclusion limits on gluino
pair-production decaying to qq;}? in
Runl by O-lepton analysis. A red
solid line shows an observed exclusion
limit and a blue break line shows
an expected exclusion limit obtained
from the signal yield expected by
the simulation. Black star symbols
indicate two benchmark mass points
which are studied in detail in the
paper [8]. The shaded area (light blue)
shows an older result at /s = 7 TeV.

(c) Exclusion limits on
pair-production decaying to qu)Z?
via a y{ in Runl by O-lepton and
1-lepton analysis combination [8]. The
1-lepton analysis is analysis dedicated
to the final states with one isolated
lepton (muon or electron). Red solid
and break lines show observed and
expected exclusion limits, respectively.
The expected exclusion limit is
obtained from predicted signal yield by
the simulation. /\71i mass is fixed as

m(7E) = (m()g?) +m(g)) /2 in each
mass point.

Figure 1.8: Observed and expected exclusion limits by Runl analysis with 20.3fb~!data at /s = 8 TeV for
(a) squark pair-production with direct decay to gq )2?, (b) gluino pair-production with direct decay to ggq )2?,
and (c) gluino pair-production with one-step decay to ggW )2? via ¢7 [8]. The x-axis is squark/gluino mass,
and the y-axis is /\7? mass. The inside of a red contour indicates the mass region excluded at 95% confidence

level (C.L.). The 0O-lepton analysis is a search with the same final states as in this search.

1.4 Mass constraint on the sfermions

1.4.1 The Higgs mass calculation

The Higgs mass in the SM is a very important role in searching for SUSY particles since it
implies the SUSY mass scale, especially sfermion mass. In the Minimal Supersymmetric Standard

15



1 Supersymmetry

Model ("MSSM"), which is a minimal supersymmetric extension of the SM, the Higgs mass is limited
at tree-level by an upper bound of
myg < mz|cos?2f|, (1.12)

where my is the Z boson mass. The MSSM requires two higgs doublet (H,, and H) in order to cancel
the infinity term of the higgsino-loop ("triangle anomaly"), and 8 is defined as tan 8 = v4/v,,, where
vq and v,, are VEVs ("vacuum expectation value", v) of the two higgs. Thus, in order to lift the Higgs
mass from the Z mass to 125 GeV, large radiative corrections are needed. A large correction can be
provided by a large SUSY mass scale Mg or a large mixing X, between a stop and the Higgs as shown
in Figures 1.9 and 1.10. These imply that the My is roughly larger than ~ 5 TeV if the mixing X; does
not make a large correction. Even if the X; correction large, Mg would be larger than a few TeV.
This constraint impacts on the common scalar mass mg, which gives the same mass to the sfermions
at the GUT scale, and it is suspected that the sfermion mass is also above 5 TeV or more.

My, Org = My, X;/Ms = 0, tanf = 20, u = 200 GeV

135F

130 +

Ll N

o
e

M), [GeV]

1200 g%

115+

LEP exclusion
110

5000 10000 15000 20000 25000 30000
M [GeV]

Figure 1.9: Constraint on SUSY mass scale Mg from Higgs mass (M}, = 125 GeV) [9]. The straight band
around M) = 125 GeV is an error band of the measured Higgs mass. The three curved bands with lines are
constraints on the Mg and M;,. The different color lines show the resummed calculation (the solid magenta
line) and the four-loop (the black dotted line), three-loop (the blue dot-dashed line), and two-loop (the red
dotted line) fixed-order calculations. The overlapped regions of the Higgs mass band and the constraint bands
are allowed region. Here, the parameters in the MSSM are fixed: the stop-stop-Higgs trilinear coupling X; = 0,
which makes stop mixing correction to the Higgs mass, the ratio of VEVs ("vacuum expectation value") of H,,
and Hy in the MSSM tan 8 = vg4/v, = 20, and higgsino mass u = 200 GeV.

1.4.2 Flavor mixing and CP violation

In addition to the Higgs mass, other experimental results related to the flavor mixing and CP
violation support such a heavy sfermion mass. If the SUSY particles exist, the flavor mixing and CP
violating processes that are very suppressed in the SM can be possible.

The flavor mixing process u — ey is very suppressed in the SM because it is forbidden at tree-level
due to lepton flavor conservation. If the SUSY model has a mass mixing term (m;: ¢, ) between ég
and fg, whose superpartners are the right-handed parts of the SM mass eigenstates e and u, the

16



1.4 Mass constraint on the sfermions
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Figure 1.10: Relation between X; /mg and the Higgs mass my, at tan 8 = 50 in case that the mg is 1 TeV (blue)

and 10 TeV (orange) [9]. ms is the SUSY mass scale and X, is a stop-stop-Higgs trilinear coupling, which
makes stop mixing correction to the Higgs mass.

u — ey process is enhanced by the diagram shown in Figure 1.11. This branching ratio is given
as [10]

15 for mp < m[R,

2
Imgr e *\” (100 Gev\* 6 f s = 0.5m;
Br(i — ey) = /,leeR ( € ) 106 % 56 for mg=0.5m, (1.13)
mz miR 1.4 for mg = mZR,
' 0.13 for mgz=2m;,,

where it is assumed that both ég and fig are nearly mass eigenstates and degenerate to be m;, and
that the bino B is nearly a mass eigenstate. However, the upper limit on this branching ratio is set by
MEG experiment [11]. The upper limit is Br(u — ey) < 4.2 x 10713, Thus, if the Img: o | is close
to m;, and mg < my_, the slepton mass is heavier than ~ 7.7 TeV.

Figure 1.11: One of the diagrams contributing to the u~ — e~y in the MSSM with lepton flavor-violating term
indicated by ” x ” [10].

Furthermore, CP violation in K° < K° mixing can be enhanced via the SUSY particles as well.
The K° and K are mixed to be mass eigenstates of K(S) and Kg via weak interactions and there is a
very small mass difference between them. This mass difference can be enhanced by the process via
the SUSY particles such as Figure 1.12 if the SUSY has the mixing term between different flavor
squarks. However, from the experimental result that Am = m K9~ MKo is only 3.5 x 10715 GeV, a

17



1 Supersymmetry

constraint on the m sndr is obtained as [10]

IRel(mz. 5 )11 e 0.04 for mg = 0.5mg,
° ( x{ 0.10 for mg=mg, (1.14)
g 1000GeVI 1 022 for mg = 2m,.

Hence, if the mass mixing term is the same size of the mass mg, the squark mass is much larger than
10 TeV.

s Shdp d
g g
d___ydr 5w s

Figure 1.12: One of the diagrams contributing to K° <> K° mixing in the MSSM with strangeness violating
term indicated by "Xx" [10].

Since there is no mechanism to make the mixing terms zero in the SUSY, it is natural that the
sfermion masses are very heavy to suppress these enhancement caused by the SUSY particles.

1.5 Production of supersymmetry particles

As remarked in the previous section, several things support the heavy sfermions. Thus, this search
focuses on the gluino expected to have a few TeV mass, which has a large production cross-section
as described below.

Figures 1.13 show SUSY pair-production cross-sections for various SUSY particles in the
proton-proton collision. The gluino pair-production (gg) and squark pair-production (§§) have
much more cross-section than ¥°¢°, ¥*¢*, and Il productions because gluinos and squarks can
be produced via the strong coupling. Therefore, the LHC, the largest proton-proton collider in the
world, is the only and the best experiment at the present day to search for heavy gluino and squark
productions. In Run2 of the LHC from 2015, the production cross-section of gluinos increased much
from Run1 (2010-2012) by increasing the center-of-mass energy from 8 TeV to 13 TeV>. For example,
if the gluino mass is 1.5 TeV, the gluino cross-section at v/s = 13 TeV is ten or more times higher
than that at /s = 8 TeV. Thus, this search is very important in the early stage of Run2. The Feynman
diagrams of the gluino production process is shown in Figures 1.14.

1.6 Gluino decay

In this analysis, two kinds of gluino decay shown in Figures 1.15 are assumed as benchmark signal
models. In these models, the following assumptions are made;

3 The data acquisition periods of Run1 and Run2 at the LHC is described in Section 2.1.
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1.6 Gluino decay

o
ow

e
2

Production cross-section [fb™]

=
1)

-
ST

. Higgsino-lice i, . &)

H-
-

L L P
500 1000 1500

(a)

L
2000

P I
2500

L
3000

SUSY mass [GeV]

Production cross-section [fb]

£
=)

=
2

N
5]

. e
. P
. -

—— s=8TeV @

T I I B
600 800 1000 1200 1400 1600 1800 2000 2200 2400
SUSY mass [GeV]

(b)

Figure 1.13: Production cross-sections of SUSY particles as a function of the SUSY particle mass: (a)
production cross-sections of various SUSY particles at vs = 13 TeV and (b) strong pair-production
cross-sections at 4/s = 8 TeV and 13 TeV. The lines are center values and the color bands indicate uncertainties.
The cross-sections of electroweak productions and strong (gluino-gluino gg and squark-squark §Gg)

~+ ~+

pair-productions are drawn. Wino-like chargino-chargino pair production ({{" i) cross-section is quoted from
[12] and [13]. The sum cross-section of higgsino-like productions from charginos and neutralinos (7, /??, /\73)
assuming the degenerate mass of them is quoted from [14] and [15]. Left- or right-handed slepton-slepton pair
production (foZ or l}; l};) are quoted from [16].
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Figure 1.14: Feynman diagrams of gluino pair-production. Top two figures show s-channel production via a

gluon. Bottom two figures show t-channel production.

* The LSP is the lightest neutralino and it’s unseen in the detector. (It is a good candidate for the

Dark Matter. )

* The gluino mass is much lighter than the squark mass. (Typically, the squark mass is assumed

to be more than 5 TeV.)

» The light-flavor squark (the first and the second generations, i, d, ¢ and §) masses are lighter
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1 Supersymmetry

than third generation squarks (stop and sbottom). Thus, a gluino decays to a neutralino or a
chargino via a virtual light-flavor squark accompanying two light-flavor quarks (u, d, ¢, and s)
as shown in Figure 1.15(c). There are no heavy flavor quarks (top or bottom quarks) from this
decay process. (However, it’s possible that a heavy flavor quark caused by a boson decay in the
final states in Figure 1.15(b).)

For Figure 1.15(a), in addition to the above, it is assumed that only the LSP is lighter than the
gluino. This decay is referred to as ''direct decay'' hereafter. For Figure 1.15(b), it is assumed that
the LSP and the lightest chargino ¢}, are lighter than the gluino and the mass difference between
the LSP and ¢; is not small and can make a W boson in the decay from the LSP to y{. Here,
the mass of ¥i is fixed to the exact center value between the LSP mass and the gluino mass, i.e.
m(x7) = (m(g)+m( /\??)) /2. This decay is referred to as ''one-step decay'' hereafter. In the benchmark
models, 100% branching fraction is assumed in each decay process. These signals are described
using the simplified models [17-19], which are defined by an effective Lagrangian describing the
interactions of a small number of new particles as above.

1.7 Target signal mass range

The LHC is the highest energy accelerator in the world, which is the best machine to search the
heavy SUSY particles. Especially, gluinos are the most suitable target to be discovered because of its
large cross-section and its relatively light expected mass. Due to the large gain in the cross-section
of gluinos from Runl to Run2, the large improvement in the high gluino mass and the low )2? mass
region is expected. In such large AM = m(g) — m( )2?) region (AM ~ 1.5-2 TeV), the quarks emitted
from gluino decay have extremely large momenta, which make it very easy to distinguish the gluino
signal from the SM background process. Therefore, the gluino search in the large AM region is made
effectively and it is only limited by the gluino production cross-section.

However, in the high )2? mass region such as m( ,\7?) ~ 1 TeV, the quarks have smaller momenta,
which are not easy to be separated from the background and the search is not improved much by
more luminosity or more center-of-mass energy. In the theoretical point of view, the 1 TeV )2? is not
too heavy and should be explored as well because the )2? mass is expected to be O(10) GeV- a few
TeV from the DM relic density, Thus, this analysis is designed to improve the sensitivity in the high
)2? mass region around 1 TeV and the new techniques of quark/gluon separation and multivariate
analysis are introduced to realize it.
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1.7 Target signal mass range

(a) Direct decay. (b) One-step decay.

(c) Detail of the gluino decay.

Figure 1.15: (a) Gluino pair-production decaying to gq )2?. (b) Gluino pair-production decaying to ggW )2? via
a x7. (c) Detail of the gluino decaying to g¢ ¥ in (a) and (b). Gluino can decay to gg ¥ only via a virtual squark
" whose mass is assumed to be much heavier than the gluino mass. Here, ¥ denotes ,\?? in (a) and i in (b).
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2 LHC and ATLAS detector

2.1 Large Hadron Collider

The Large Hadron Collider ("LHC", [20]) is a two-ring-superconducting-hadron accelerator and
collider installed in the existing 26.7 km tunnel that was constructed for the CERN "LEP" (Large
Electron-Positron collider [21]) machine. The tunnel has eight straight sections and eight arcs and
lies between 45 m and 170 m below the surface.

The accelerator complex at CERN (Figure 2.1) is a succession of machines with increasing
energies. Each machine injects the beam into the next one, which takes over to bring the beam to an
even higher energy. The starting point for the protons is the Linear Accelerator 2 ("LINAC2"), taking
hydrogen atoms from a bottle of hydrogen gas. Its energy is reached to 50 MeV in the LINAC2.
The protons are transferred to the Proton Synchrotron Booster ("PSB" or "BOOSTER"), the Proton
Synchrotron ("PS") and the Super Proton Synchrotron ("SPS") in this order. In these transfer steps,
proton energy is increased to 1.4 GeV, 25 GeV, and 450 GeV, respectively. Finally, the 450 GeV
protons are transferred to the LHC, where they are accelerated to 6.5 TeV.

The LHC started in 2010 and continued to run until 2012. In 2010 and 2011, its center-of-mass
energy (represented by "v/s ") was 7 TeV and increased up to 8 TeV from 2012. This run period is
called as "Runl". After Runl, the LHC was shut down until 2015 in order to upgrade both of the
accelerators and the detectors. It restarted to run at the center-of-mass energy of 13 TeV from 2015.
At present, it’s also running and this period is called as "Run2".

2.-1

In Run2, the center-of-mass energy is 13 TeV and peak luminosity is approximately 1x10**cm=2s™!.
The protons are stored in a bunch structure. In the LHC, more than 2000 proton bunches are stored
and the time distance between bunches is 25 ns. (This time distance was 50 ns in Runl and changed
from Run2.) The one bunch contains 1 x 10!" protons. These LHC parameters and others concerning
beam shape are summarized in Table 2.1.

In the LHC, there are four detectors: ATLAS, CMS, ALICE, and LHCb. The ATLAS and CMS
are the general-purpose particle detectors, the ALICE is a heavy-ion detector, and the LHCb is a
detector specialized in investigating b-quark physics. This analysis uses the data recorded with the
ATLAS detector.
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Figure 2.1: The schematic view of the accelerator complex at CERN [22]. Each name in the figure shows an
abbreviation of the machine name and the full name is shown in the bottom of the figure. The direction of a
triangle along a line shows the flow of accelerated particle and its color shows the type of particle. Protons
obtained from LINAC2 are accelerated succeedingly by BOOSTER, PS, SPS, and LHC.

Table 2.1: The LHC parameters. The design values are cited from [20]. The values in 2015 and 2016 Runs are
typical ones [23].

[unit] Design 2015 Run 2016 Run
Energy [TeV] 14 13
Peak luminosity [10**cm™2s—1] 1 1.2 1.1
Number of bunches 2808 2448 2076
Bunch spacing [ns] 25
Proton intensity per bunch  [p/bunch] 1.15x 10" 1.1x 10" 1.18x 10!
Transverse emittance (rms) [um] 3.75 2.5 2.6
Bunch length (40) [ns] 1.0 1.25 1.05
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2.2 The ATLAS detector

2.2 The ATLAS detector

A Toroidal LHC ApparatuS ("ATLAS") detector is a general purpose detector at the LHC. The
ATLAS detector covers nearly 4 around the collision point and it is 44 m long and 25 m in diameter,
and it weighs about 7000 tonnes.

The ATLAS detector consists of an ensemble of magnet systems and sub-detectors with a
cylindrical shape placed around the interaction point ("IP") of a proton-proton collision. The layout
of the ATLAS detector is shown in Figure 2.2. The ensemble of sub-detectors consists of the inner
detector ("ID"), which is used for tracking of charged particles, the calorimeters, which are designed
for measuring the energy of particles, and the muon spectrometer, which is utilized for identifying
muons and measuring their momenta. The magnet system is designed to bend the charged particles
to measure their momenta. There are a thin superconducting solenoid magnet surrounding the ID and
three large superconducting toroids (one barrel and two endcaps) arranged around the calorimeters.

LAr hadronic end-cap and
forward calorimeters

Toroid magnets LAr eleciromagnetic calorimeters

Muon chambers Solenoid magnet
Semiconductor tracker

Transition radiation tracker

Figure 2.2: The layout of the ATLAS detector [24]. The length is 44 m and the height is 25 m. The overall
weight is approximately 7000 tonnes.

2.2.1 Coordinate system

The coordinate system used to describe the ATLAS detector and the particles emitted from the
collisions is a right-handed Cartesian coordinate system (x, y, z) with its origin at the center of the
detector (the nominal IP). The beam axis is defined as z-axis and the x-y plane is transverse to the
beam direction. The positive x-axis is defined as pointing from the interaction point to the center of
the LHC ring and the positive y-axis is defined as pointing upwards. A spherical coordinates system
(r,0, ¢) is also used. The radial distance r = y/x* + y? is a distance from the IP, the azimuthal angle
¢ = arctan % is measured around the beam axis, and the polar angle 6 = arctan Z is the angle from
the beam axis.
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2 LHC and ATLAS detector

Rapidity (yrap) is defined as
1

E +
Yrap = Eln (ﬁ),
z

where E and p, are the energy and the momentum along the beam direction, respectively. The
pseudo-rapidity ("5"), which is equal to the rapidity in the relativistic limit, is often used in physics
analysis. It’s defined as,

(2.1)

n = —Intan (g) . (2.2)

A distance AR in the two dimensional plane of the pseudo-rapidity (1) and azimuthal angle (¢) is
also used as the distance between particles. It is defined as

AR = \[(An)? + (M), (2.3)

where An and A¢ are the distance in the 7 and in the ¢, respectively.

2.2.2 Magnet

The magnet system is composed of four large superconducting magnets. Figure 2.3 shows the
layout of the four magnets. The solenoid magnet is aligned on the beam axis surrounding the ID, and
the three large toroids located outside the calorimeters.

end-cap
toroids

barrel ———
toroids

end-cap

toroids solenoid

Figure 2.3: The layout of the four magnets [25]. The solenoid magnet is a layer coil located at the center. The
each of the barrel and two endcap toroid magnets are composed of eight coils.

Solenoid magnet

The solenoid magnet provides a 2 T axial magnetic field for the ID. It is a thin layer coil made of
an Al-stabilized NbTi conductor. It is located inside the calorimeters and the flux of magnetic field
is returned by the steel of the hadronic calorimeter. In order to suppress its impact on the energy
measurement in the calorimeters, it is designed to keep the material thickness as low as possible,
resulting in the solenoid assembly contributing to approximately 0.66 radiation lengths (Xj).
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2.2 The ATLAS detector

Toroidal magnet

The toroidal magnets are located outside the calorimeters and within the muon spectrometer. The
barrel and two endcap toroids produce approximately 0.5 T and 1 T magnetic field, respectively. The
conductor is based on a pure Al-stabilized Nb/Ti/Cu conductor.

2.2.3 Inner detector

The inner detector is composed of pixel trackers, silicon microstrip ("SCT"), and Transition
Radiation Tracker ("TRT"). In the barrel region, they are arranged on concentric cylinders around
the beam axis, while in endcap regions they are arranged on disks perpendicular to the beam axis.
These are immersed in a 2 T magnetic field generated by the central solenoid. From a collision,
approximately 1000 particles will emerge every 25 ns within || < 2.5, making a large number
of tracks in the detector. To achieve enough momentum and vertex resolution, high-precision
measurements must be made with fine detector granularity. The layout of the ID is illustrated in
Figures 2.4.
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Figure 2.4: The layout of the ATLAS inner detector [24]. (a) Three-dimensional view of the inner detector and
(b) x-y plane view of its quarter-section. The beam pipe has one pixel-layer of an Insertable B-Layer (IBL).
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2.2 The ATLAS detector

Pixel tracker

The pixel tracker is the most inner part of the ID. There are three barrel layers in the barrel and
3 x 2 endcap disks in the forward and backward of the ID (Figure 2.5). The most inner barrel layer
is referred to as "B-layer" or "Layer 0". B-layer is important to measure vertex position and tag
long-lived heavy flavor particle like b-quarks. In addition to them, from Run2, a pixel barrel layer
called as Insertable B-Layer ("IBL") is installed inside B-layer. It’s attached to a new beam-pipe and
it was simultaneously installed when the beam pipe was replaced to the new one. The cross-section
of the new beam-pipe is shown in Figure 2.6. The main motivation of the IBL is to make the b-quark
tagging efficiency higher.

The pixel tracker is designed to provide at least three precise measurement points for tracks with
|7| < 2.5. The IBL and the three barrel layers lie at radii of 25.7, 50.5, 88.5 and 122.5 mm around the
beam axis covering the central region up to || = 1.9. The three endcap disks lie at |z| of 495, 580 and
650 mm in each of the forward and backward endcaps. The three barrel layers are segmented in R-¢
and z. All pixel sensors in the three barrel layers and three disks are identical and have 47232 pixels
of 50 x 400um? nominally or of 50 x 600um? in the regions at the front-end chips on a module. The
size of the pixel in the IBL is 50 x 250um?. The pixel sensor is composed of an oxygen-rich n-type
bulk segmented into 47232 n*-in-n pixels. The position resolution is 10um (R-¢) in the barrel and
endcaps, and 115um in z-direction in the barrel or in R-direction in the endcaps.

8L INNER
ENVELOPE

430mm

...... Barrel Layer 2
"""" Barrel Layer 1
/ Barrel Layer 0 (b-layer)

End-cap disk layers

Figure 2.5: The overview of pixel tracker [26]. The

Insertable B-Layer is not shown here. It’s attached
on the beam pipe. Figure 2.6: The cross-section of the new beam-pipe

containing the Insertable B-Layer [26].

Semiconductor tracker

The SCT (Semiconductor tracker) is composed of four barrel coaxial cylindrical layers and
9 x 2 endcap disks. The barrel layers are located at radii 299, 371, 443 and 514 mm around
the beam axis, covering the central region up to |p| = 1.1. The endcap disks lie in the |z]
range between 853.8 and 2720.2 mm, providing a total coverage up to || = 2.5. Barrel layers
consist of tiling SCT modules which have 80 um pitch micro-strip sensors. The module has
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2 LHC and ATLAS detector

the four sensors, each of which is composed of 768 microstrips. The two of them are rotated
by +20 mrad and the other two are rotated by —20 mrad around the geometrical center of the
sensors, which makes a small angle (40 mrad) between the strips. By this angle, one set of strips
in each module can measure both coordinates of strip direction and its perpendicular one. The
illustration of the module is shown in Figure 2.7. In the barrel layers, the strips are 6.4 cm long
and parallel to the beam axis. In the endcap disks, the strips are running radially. The nominal
resolution in both cases is 17um in R-¢ plane and 580um in z in the barrel or in R in the endcaps.

BeO facings (far side)
Hybrid assembly

Transition radiation tracker Siofied wisher

The TRT is a straw-tube tracker. Transition
radiation is a phenomenon that a relativistic
particle with charge ze emits photons when it
crosses a boundary between two media with
different dielectric constants. When a relativistic
particle passes through the boundary between

Baseboard TPG

Silicon sensors Datum washer Connector
vacuum and the medium, it emits photons with BeO facings (cooling side)
the energy hiw, Figure 2.7: The illustration of SCT module in the barrel

9 layers [24]. It has four sensors, each two on the top
hw = az"yhw, (2.4) and bottom sides. The microstrips are running from
3 ’ the hybrid assembly to the outer (right and left) of the

silicon sensors.
where «@,y, and w, are the fine structure

constant, the Lorentz boost factor of the particle
and a plasma frequency, respectively. The
plasma frequency w), is defined as

2
hwp = 2£5\JAxN.r3 = 28.81 &V x \/p(in g/em3)(Z/A) (2.5)
a
where N,, r, and m, are the electron density of the medium, the classical electron radius (= zm;%)’

and the electron mass, respectively. The p, Z and A are density, proton number and mass number of
the medium. As shown in Eq. 2.4, an emitted energy is proportional to a Lorentz boost factor of the
charged particle. Thus, to obtain enough hard photon to be detected, the particle needs to be boosted.
For a particle with y = 103, the radiated photons are in the soft x-ray range from 2 to 40 keV. Due
to this feature, the transition radiation is used to distinguish electrons from other heavier charged
particles.

The number of photons with energy fiw > hwy is given by [27]

2 2
(ln Yhop 1) + X ‘ 2.6)

N, (hw > hwy) = QTZ

hwo E

within corrections of order (hwo/ thp)z. Thus, for example, the number of photons with energy
hw > hwo = yhw, /10 is 2.519az% /7 = 0.59% x z>. Since the photon yield from a single interface
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is low, in the TRT, it is enhanced by using a stack of many foil radiators separated by gas-filled
gaps. The gas-filled gaps are formed in straw-tubes of 4 mm diameter. The straw-tube is made from
multi-layer films of polyimide film, aluminum, and graphite-polyimide layers. The straw-tube works
as cathodes and has an anode wire at the center, which is formed by a gold-plated tungsten with
31 pum diameter. The spaces between the straws are filled with polymer fibers in the barrel region
and foils in the endcap regions as radiators. The straws are filled with Xe/CO,/O, gases with the
proportions of 70/27/3%. The xenon gas is used for a good X-ray absorption, and CO, and O, are
used to provide a constant electron drift velocity and photon-quenching.

There are two kinds of signals from the TRT. One of them is the signals caused by the transition
radiation from electrons. When an electron passes through the TRT, transition radiation photons
are emitted with typical energy of 5-30 keV. These soft X-rays can be absorbed by the xenon gas,
depositing energy in the gas and leading to significantly higher electric signals. The other kind of
signals is caused by gas ionization. When a charged particle traverses the TRT, it ionizes the gas
inside the tubes. The electrons generated by the ionization drift towards the wire and make signals.
The TRT is designed so that charged particles with pr > 0.5 GeV and || < 2.0 cross at least 32
straws, except in the transition region (0.8 < || < 1.2) where this number decreases to at least 22
straws.

The TRT detector is composed of a barrel and
two endcap regions. The TRT barrel consists Ri=r082imm
of three kinds of modules (Type-1, Type-2 and
Type-3). There are 32 modules in each type  rr
and each module has hundreds of straws. The

straws are parallel to the beam axis, and they TRT
occupy the region between 563 < r < 1066 um -Aesmnt L \

and |z| < 712 um, corresponding to a coverage o N

of || < 0.7. There are total 73 straw layers — S¢T9 _._..

in the barrel. In the endcaps, there are two R =200 ik : ‘
types of modules, called Type-A and Type-B. > - scT

There are total 160 layers of straws in each
TRT endcaps along the z-axis, and each layer Pixe.s{ﬁ,i:;ﬁ-fmf:’nm
contains 768 radially oriented straws of 37 cm i
length with uniform azimuthal spacing in ¢. The

TRT provides only R-¢ information with the Figure 2.8: The illustration of the transition radiation
resolution of 130 um per straw tracker (TRT) and the other inner detector sub-systems

in the barrel region [24].

» Pixels

2.2.4 Calorimeter

A schematic view of calorimeters is shown in Figure 2.9. The calorimeters cover the wide range
(In| < 4.9), using different techniques. There are two kinds of calorimeters in terms of techniques,
Liquid Argon ("LAr") calorimeter and tile calorimeter. The calorimeters are also separated into
electromagnetic ("EM") calorimeters and hadronic calorimeters in terms of their purpose. The EM
calorimeters are aiming to measure electrons and photons, and the hadronic calorimeters are to
measure hadronic jets. The EM calorimeters are the LAr calorimeter. For the hadronic calorimeters,
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2 LHC and ATLAS detector

the tile calorimeter and LAr calorimeter are used in the barrel region and endcap regions, respectively.
Over the 5 region covered by the inner detector, fine granularity of the EM calorimeter is ideally
suited for precision measurements of electrons and photons. For the rest of the calorimeters, coarser
granularity is used, which is sufficient for jet reconstruction and measurement of missing transverse
momentum E"S,

Colorimeters must provide good containment for electromagnetic and hadronic showers, and must
also suppress punch-through into the muon system. Hence, calorimeter depth is an important value.
In the barrel, the total thickness is above 11 interaction lengths (1) at 7 = 0. In the endcaps, the total
thickness is above 10 A.

Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr electromagnetic

LAr electromagnetic
barrel

Figure 2.9: A schematic view of the calorimeters [24].

Electromagnetic calorimeter

There are two types of the EM calorimeter: LAr EM Barrel ("EMB") and LAr EM
endcap ("EMEC")!. The EMB and the two EMECs are located in the barrel region and the endcap
regions, respectively. The EM calorimeter is a lead-LAr detector with liquid Argon as active
material, accordion-shaped electrodes, and lead absorber plates. Liquid Argon has been chosen due
to its stability of response and its intrinsic radiation-hardness. The accordion geometry provides
complete ¢ symmetry without azimuthal cracks at z = 0 and between the EMB and the EMECs.
The readout electrodes are located in the gaps between the absorbers. The EM calorimeter has three
layers and pre-sampler (only in || < 1.8) in front of the layers. The first layer is finely segmented in
n for an accurate position measurement. The second layer is the thickest layer and collects the largest
fraction of the energy of the electromagnetic shower, and the third layer collects only the tail of the
electromagnetic shower. The segmentation of the calorimeter in 77 and in depth is obtained by etched

I A part of LAr Forward calorimeter ("FCal") is also used as the EM calorimeter, but it will be described in Section 2.2.4.
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patterns on the different layers, and ¢ is segmented by different electrodes. The segmentation of the
EMB is illustrated in Figure 2.10.

The EM calorimeter has the total thickness of > 22 radiation lengths (Xp) in the barrel and > 24X
in the endcaps. The radiation length is the flight distance in which a high-energy electron loses its
energy to 1/e of its original energy by bremsstrahlung, which is corresponding to 7/9 of the mean
free path for pair production by a high-energy photon.

The energy resolution at energy E[GeV] is

+c, 2.7)

BIR
| &

GRS

where the first term a is the stochastic term, the second term b is the electronics and pile-up noise
term, and the third term c is the constant term. The first term a is a direct reflection of the statistical

fluctuation. "a" is 0.08-0.11. "b" is, for instance, 0.4 GeV at the beam intensity of 1 x 103*cm™=2s™!

near 7 = 0. "c" comes from geometry uncertainties of the accordion shape and mechanics of the
modules, which is kept to be below 0.7%. It is the most important resolution term in the energy

measurement for high energy electrons and photons.
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Figure 2.10: Segmentation of the LAr EM barrel calorimeter (EMB) [24]. The pre-sampler of the EMB is not
shown here.
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Data quality monitoring in the LAr calorimeter

The LAr calorimeter has approximately 1.8 x 10> cells making enough fine granularity for precise
measurements of electrons and photons. Each cell measures an energy deposit in it from an electric
signal pulse height. The height is obtained from four sampling points in the pulse as shown in
Figure 2.11. The cells are not always stable throughout the data acquisition period and each noisy
cell is masked collision-by-collision or throughout a run®. Thus, monitoring to find noisy cells from
all the cells is necessary. The noisy cell finding is based on a factor called as "quality factor" given
as

4
> lsi = P (2.8)

i1
Alg(t) + & — 18" ()], (2.9)

Q—factor

P(t;)

where s; is i-th sampling height, #; is i-th time, and P(¢) is predicted ideal height at a sampling time
t. P(t) is calculated from normalized prediction shape and its differentiation, g(¢;) and g’(¢;), which
are obtained from a calibration pulse [28]. "A" and 7 are a pulse height and a time shift, respectively.
They are calculated from the four sampling points. & is a "residual correction” on the g(#;). The
residual correction is introduced in order to reproduce real data sampling points more correctly, which
is calculated from the difference between the prediction shape and averaged observed sampling shape
in good quality data for each cell. A cell having sampling data with bad quality factor above 4000 is
labeled as a bad cell and considered whether should be masked or not.
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Figure 2.11: Sampling four points in several collisions in a LAr calorimeter cell and its predicted pulse
shape (black line). The y-axis corresponds to electric voltage measured by ADC. The pulse height is normalized
to 1000.

An old residual correction is obtained from the Runl data. However, the correction is possibly
invalid in Run2 due to the difference in the pileup condition between Runl and Run2 caused by

2 "Run" is defined as a period from injecting protons until bumping proton beam in the LHC (a few—10 hours).
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increasing luminosity and shortening proton bunch interval. The quality factor with the old correction
is checked in the good quality sampling data. The good data is obtained from Z — ee events. The Z
events are selected by opposite-charge two electrons and Z mass window cut on the invariant mass of
the electrons. The good sampling data is obtained from cells located in path of the two electrons in
the Z events. Two-dimensional distribution of quality-factor with the old residual correction obtained
from the Run1 data and deposit energy in the good sampling data in Run2 is shown in Figure 2.12(a).
This figure indicates the old correction is not suitable for Run2 data because there are a lot of data with
quality-factor above 4000 in the deposit energy from 10 to 40 GeV. Therefore, the residual correction
is recomputed from the Run2 data in 2015. The two-dimensional distribution of quality-factor with
the new residual correction and energy deposit in the same sampling data is shown in Figure 2.12(b).
The data with large quality-factor in the energy range of 10 and 40 GeV is vanished in this figure by
this new residual correction. This new residual correction can decrease mis-labeling as bad cell on
good quality cell.

Quality factor

Quality factor

80
Energy [GeV] Energy [GeV]

(a) OId residual correction (b) New residual correction

Figure 2.12: Two-dimensional distribution of quality-factor and deposit energy [ GeV] in good cells, in which
the quality-factor is corrected by (a) old residual correction or (b) new residual correction. The good cell
events are defined as sampling data of a cell located in the path of electrons coming from Z — ee decay. The
old correction was obtained in Runl and the new correction is obtained from the Run2 data.

Hadronic calorimeter
Jets and missing transverse momentum E™SS are obtained mainly in the hadronic calorimeter.
T

The ATLAS hadronic calorimeter consists of three types of detectors: the tile calorimeter, the LAr
hadronic endcap calorimeter ("HEC"), and the LAr forward calorimeter ("FCal").

Tile calorimeter The tile calorimeter is a sampling calorimeter with 14 mm thick steel plates
as absorber material and 3 mm thick plastic scintillators as active material. It is located outside
of the EM calorimeter in the barrel region. The photons from the scintillators are detected by
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photomultipliers ("PMTs") as shown in Figure 2.13. The readout cells are built by grouping fibers into
the photomultipliers and segmented as shown in Figure 2.14. Tt consists of central barrel (|n| < 1.0)
and two extended barrels (0.8 < |p| < 1.7). It is segmented in depth in three layers, approximately
1.5, 4.1 and 1.8 A thick for the barrel, and 1.5, 2.6 and 3.3 A for the extended barrels.

Photomultiplier
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Figure 2.13: Schematic view of
a Tile calorimeter module [24].
Each module covers 5.625
degrees in azimuth, and 64
modules are used in each z
position to cover all ¢ range.

Figure 2.14: Segmentation of the Tile calorimeter in depth and » [24].

HEC The HEC is a copper/LAr sampling calorimeter with a flat-plate design, which covers the
range 1.5 < |n| < 3.2. It consists of two independent wheels per endcap: a front wheel ("HEC1")
and a rear wheel ("HEC2"). It is located directly behind the EMECs. Each wheel is divided into two
segments in depth. Hence, totally there are four segments per endcap. Each of the four HEC wheels
is constructed of 32 identical wedge-shaped modules, as shown in Figure 2.15. The modules of the
HEC1 have 24 copper plates, each 25 mm thick, plus a 12.5 mm thick front plate. For the HEC2,
the modules are made of 16 copper plates, each 50 mm thick, plus a 25 mm thick front plate. The
geometry of the HEC and FCal is shown in Figure 2.16.

FCal The FCal is the most forward calorimeter in the endcaps using LAr as active material.
Its benefits are uniformity of the calorimetric coverage up to || < 4.9 and reduced radiation
background levels in the muon spectrometer. It consists of three modules in each endcap; the
first ("FCal1"), made of copper, is aiming at electromagnetic measurements (EM calorimeter), and
the other two ("FCal2,3") are made of tungsten in order to measure the energy of the hadronic
interactions (Hadronic calorimeters). Each module consists of a metal matrix, with regularly spaced
longitudinal channels filled with the electrode structure consisting of concentric rods and tubes
parallel to the beam axis as shown in Figure 2.17. Liquid Argon is filled in the gaps between the rod
and the tube.
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Figure 2.16: Geometry of hadronic endcap calorimeters and
forward calorimeters [24].

Figure 2.15: Illustration of a module of

hadronic endcap calorimeters [24].
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Figure 2.17: Electrode structure of forward calorimeter 1 (the most inner FCal) [24]. Moliere radius, Ry, is
also represented by a purple solid disk.

2.2.5 Muon spectrometer

The muon spectrometer ("MS") is the outermost part of the ATLAS detector, designed to detect
muons which can pass through calorimeters and to measure their momenta in the pseudo-rapidity
range of || < 2.7. It is also designed to trigger on these particles in the range of || < 2.4. In the
barrel region, the muon chambers are located between and on the eight coils of the superconducting
barrel toroid magnet, while, in the endcap regions, they are located in front and behind the two endcap
toroid magnets. The chambers in the barrel are arranged in three concentric cylindrical shells around
the z-axis at r = 5m, 7.5m, and 10m. In each of the endcap regions, the chambers form four large
wheels, perpendicular to the z-axis and located at |z| ~ 7.4m, 10.8m, 14m, and 21.5m. Figures 2.18
and 2.19 show an overview of the MS and the positions of the muon chambers, respectively.

There are four types of chambers in the MS: Monitored Drift Tube ("MDT"), Cathode Strip
Chamber ("CSC"), Resistive Plate Chamber ("RPC"), and Thin Gap Chamber ("TGC"). The MDT
and CSC are aiming at precision measurement of the muon track coordinates (precision-tracking
chambers), and the RPC and TGC are trigger chambers for three purposes: providing bunch-crossing
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identification, providing well-defined pt thresholds, and measuring the muon coordinate in the
direction orthogonal to that determined by the precision-tracking chambers.

Thin-gap chambers (T&C)
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Figure 2.18: The overview of the muon with a name beginning with "B" or "E" represents
spectrometer [24]. Monitored Drift Tube ("MDT").

Precision-tracking chambers

The MDT chambers are located in both of the barrel (three cylindrical shells) and endcap (four
wheels per endcap) regions, which cover the pseudo-rapidity range of || < 2.7. Atlarge |n|, in order
to withstand the high rate and background conditions, the CSC, which has high granularity, is used
over 2 < |n| < 2.7.

MDT The MDT chambers consist of two groups of three or four drift tube layers as shown in
Figure 2.20, which achieve an average resolution of 80um per tube, or approximately 35um per
chamber. The diameter of the drift tube is 29.970 mm. Ar/CO; (93/7%) gas at 3 bar is filled in it. The
direction of tubes in the barrel and endcaps is along ¢, i.e. the center points of the tubes are tangential
to circles around the beam axis. Therefore, the MDT measure only z coordinate in the barrel and only
r coordinate in the endcaps. For accurate measurement of the track coordinate, precision alignment
of muon chambers is necessary. In the MDT chambers, an internal chamber alignment system with
optical alignment rays is implemented, which continuously monitors potential deformations of the
frame.

CSC The 16 CSC chambers form one wheel in each endcap as shown in Figure 2.21. The CSC
is multi-wire proportional chamber with the wires oriented in the radial direction and two cathodes
filled with Ar/CO,(80/20%) gas. Both cathodes are segmented, one with the strips perpendicular
to the wires and the other parallel to the wires. From these two cathodes, 1 and ¢ coordinates of
tracks can be measured®. With strip width of 1.5-1.6 mm and the readout pitch of 5-6 mm in the
cathodes perpendicular to the wires, the CSC reaches a resolution of 60um in the radial direction.

3 The CSC wire signals are not read out and cannot contribute to the coordinate measurement.
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The cathodes parallel to the wires have coarser segmentation, resulting in a resolution of 5 mm in the
¢-direction.

Three or
four drift-
tube layers

Drift-tube ~7 N
multilayer _p

Four alignment L , 4
rays (lenses in the ;
middle spacer) - V4

Figure 2.20: Structure of a Monitored Drift Tube chamber [24].  Figure 2.21: The layout of a wheel of
Four optical alignment rays, two parallel and two diagonal, allow  Cathode-Strip Chambers [24].
for monitoring of the internal geometry of the chamber.

Trigger chambers

The barrel region (|n| < 1.05) is covered by the three RPC layers. The two RPC layers (RPC1&2)
sandwich the middle MDT layer, while the third one (RPC3) is located close to the outer MDT layer.
The endcap regions (1.05 < |n| < 2.4) are covered by the four TGC layers. The three layers are in
font of (TGCM1) and behind (TGCM2&M3) the second MDT wheel, while the fourth one (TGCI)
is located in front of the innermost MDT wheel.

RPC The RPC is a gaseous parallel electrode-plate (i.e. no wire) detector. Two resistive
plates (phenolic-melaminic plastic laminate) are kept parallel to each other at a distance of 2 mm by
insulating spacers. The electric field between the plates is approximately 4.9 kV/mm. The signal
is read out via capacitive coupling to metallic strips mounted on the resistive plates. The filled gas
is a CoHyF4/Iso-C4Ho/SFg (94.7/5/0.3%). An RPC chamber has two independent detector layers,
each of which has two orthogonal sets of pick-up strips with a width of 25-35 mm. Thus, RPC can
measure both of the z and ¢ coordinates. The resolutions of these coordinates are 10 mm (RMS).
The timing resolution is 1.5 ns.

TGC The TGC is multi-wire proportional chamber. The TGC chamber has two or three sets of
two cathode planes and anode wire plane between the two cathode planes as shown in Figure 2.22.
The wire-to-cathode distance is 1.4 mm, which is smaller than the wire-to-wire distance of 1.8 mm.
The chamber is filled with a high quenching gas mixture of CO, and n-pentane (n-CsH;;). The wires
with diameter of 50 um are arranged parallel to the MDT tubes (¢-direction) and the cathodes are
segmented in ¢-direction. By using these cathode strips, the TGC measures ¢ coordinate in order
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to complement the measurement of the MDT in the radial direction. The radial coordinate is also
measured by the anode wires. The resolution of ¢-direction is 3—7 mm (RMS), and that of radial
direction is 2—6 mm (RMS). The timing resolution is 4 ns.
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Figure 2.22: A cross-section of double- and triple-layer modules of Thin Gap Chambers [24].

2.2.6 Luminosity detector

"Luminosity measurement using Cerenkov integrating detector" ("LUCID") is a detector for online
luminosity monitoring. It consists of twenty aluminum tubes which surround the beam pipe and
point toward the interaction point. The tubes filled with C4F¢ at 1.2—1.4 bar, providing a Cerenkov
threshold of 2.8 GeV for pions and 10 MeV for electrons. The detector is located at a distance of
approximately +17m from the IP in each of the endcap regions. The radial distance from the beam
line is 10 cm. The Cerenkov light emitted by a passing particle is reflected on the inside polished
walls of the tubes to be collected by PMTs located at the end of tubes.

Luminosity is calculated from number of signals from PMTs as

L= ,uvisnbfr’ (2.10)
Ovis

where pyis is @ mean number of interaction measured by the LUCID, f; is a revolution frequency of
the LHC ring, np is a number of bunch pairs colliding per revolution, and o is the total inelastic
cross-section multiplied by the efficiency of the LUCID. o is measured in van der Meer (vdM)
scans, in which the absolute luminosity can be inferred from direct measurements of the beam
parameters. In the vdM scans, the beams are separated by steps of a specific distance, which allows a
direct measurement of beam widths. o5 can be obtained as a calibration constant from the luminosity
measured by the vdM scans and ;s measured by the LUCID at that time.

2.2.7 Trigger system

The trigger is system deciding whether to keep an event from a given bunch-crossing interaction
or not. The Trigger and Data Acquisition ("TDAQ") system is shown in Figure 2.23. There are
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two main components of a hardware-based first-level trigger ("L1 trigger") and a software-based
high-level trigger ("HLT").

The L1 trigger decision is performed by inputs from the L1 calorimeter (L1Calo) and L1
muon (L1Muon) triggers. The L1Calo trigger is based on the calorimeters and aiming to find
electron/photon, tau, jet and missing transverse momentum by using signals exceeds a predefined
threshold in each segmentations for trigger ("trigger towers") defined in the calorimeters. The trigger
tower size is 0.1 X 0.1 in 7 X ¢ as shown in Figure 2.10. The L1Muon trigger is based on the trigger
chambers in the MS (the RPCs and TGCs). It requires a coincidence of hits in the different layers
within a road that tracks the path of a muon from the IP through the detector.

The minimum time between two consecutive L1 accepts ("simple dead-time") is limited, and also
the number of L1 accepts allowed in a given number of bunch-crossings ("complex dead-time") is
restricted in order to avoid front-end buffers from overflowing. For instance, in 2015 run, the simple
dead-time was set to 4 bunch-crossings (100 ns) and the complex dead-time was set to around 10
triggers in 350-400 bunch-crossings [29].

After the L1 trigger acceptance, the events are buffered in the Read-Out System (ROS) and
processed by the HLT. The HLT receives Region-of-Interest (Rol) information from L1 triggers,
which defines where should be considered to reconstruct particles in the HLT algorithms. After the
events are accepted by the HLT, they are transferred to storage for offline reconstruction.

The maximum L1 trigger rate is limited to 100 kHz. The HLT trigger rate is ~ 1 kHz in average.
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Figure 2.23: The flowchart of data in the Trigger and Data Acquisition system [29]. L1 Topo and FTK are
being commissioned and not used.
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2.3 Recorded data

2.3.1 Luminosity

The total integrated luminosity recorded in ATLAS is 39.5fb~! in 2015+2016 run as shown in
Figures 2.24. The peak luminosity in 2015 is 5.0x10*3cm™2s~! and thatin 2016 is 13.8x10*3cm 25!,
Since 2015 was the first year of Run2, the LHC didn’t run as it was designed, but it ran stably in
2016 and reached the design luminosity of 1 x 10**cm™2s~!. The peak luminosity in each LHC p-p
fill is shown in Figures 2.25. For physics analysis, detector conditions have to be good. Thus, time
periods with high inefficiency due to not-working detector modules were dropped from the data for
physics analysis. In this analysis, 36.07 +0.03fb~! data recorded in 2015 and 2016 with enough good
detector-condition is used.
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Figure 2.24: The total integrated luminosity [fb~!'] delivered to and recorded with the ATLAS during stable
beams for p-p collisions at the center-of-mass energy +/s = 13 TeV in (a) 2015 and (b) 2016 [30].

2.3.2 Pileup

In the p-p collisions, there are not only interesting hard interactions but also many non-interesting
inelastic interactions. The cross-section (one) of the inelastic interaction is about 80 mb for
13 TeV collisions [30]. At the design luminosity of 1 x 10**cm™2s~!, the average number of
inelastic events is a few of tens per bunch crossing. Figure 2.26(a) shows the luminosity-weighted
distribution of the mean number (u) of interactions per bunch crossing for the 2015 and 2016 p-p
collision data at 13 TeV. The "mean" means that the u is not the number of real occurred interactions
in each bunch crossing but it is the mean of the Poisson distribution of the number of interactions per
bunch crossing. It is calculated from the instantaneous per bunch luminosity Lyyncn measured by the

luminosity detector as
Oinel

i = Lounch 7, (2.11)
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Figure 2.25: The peak instantaneous luminosity [10*3cm~2s~!] delivered to ATLAS during stable beams for
p-p collisions at the center-of-mass energy /s = 13 TeV in (a) 2015 and (b) 2016 [30].

where f, is the LHC revolution frequency. These non-interacting inelastic interactions are called
as "pileup". These interactions are superimposed to an interesting physics process in Monte
Carlo ("MC") simulation. The distribution of the u in the MC is shown in Figure 2.26(b). The
pileup is composed of "in-time pileup" and "out-of-time pileup”. The in-time pileup is an interaction
caused by the other protons in the same bunch in which the interesting physics process occurs.
It is simulated by superimposing a simulation of additional p-p collisions at an appropriate rate
during the bunch-crossing. The out-of-time pileup is caused by bunch-crossings before or after the
bunch-crossing of interest because detector response time is longer than bunch-crossing period (25 ns).
Thus, additional p-p collision simulation for pileup is overlaid also before and after the bunch-crossing
and the time window in which the simulation is overlaid is varied in each detector depending on the
response time of each detector. Such a pileup simulation is overlaid as additional energy deposits in
each detector before the conversion from energy to detector signal (digitization step) is made.

In order to match u distributions between the data and MC, a weight in each event of the MC
simulation is reweighted ("pileup reweighting") 4.

4 To be precise, the distribution of the u in data used for pileup reweighting is different from Figure 2.26(a). The
practically used one is the distribution of the luminosity-weighted average of the u over all of the bunches in each Lumi
Blocks ("LBs"). The LB is a unit used in ATLAS as minimum data taking time period of about 1 minute. Since this
averaging removes smearing on the u over bunches, the distribution is shaper than Figure 2.26(a).
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Figure 2.26: (a) The luminosity-weighted mean number (1) of interactions per bunch crossing in data, and (b)
the distribution of the u in Monte Carlo before pileup reweighting [30].
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The measured energy deposit in each detector is reconstructed to be objects: tracks, clusters,
jets, b-jets (jets originating from b-quarks), electrons, photons, muons, and missing transverse
momentum E;niss. In this section, the algorithms to reconstruct tracks, clusters, jets, and
ET™ are explained. Electrons, photons, muons, and b-jets are used only for the background
estimation (Section 8.2). Their reconstruction and identification are described in Appendix A.

3.1 Track

3.1.1 Track reconstruction

In the track reconstruction for a charged particle in the Inner Detector (ID),
there are several strategies as described in [31, 32]. The main strategy is called
as inside-out track finding, which has the following steps:

1. Space point formation
The initial step is clustering hits (Figure 3.1) and transforming
the clusters in the pixel and SCT detectors into three-dimensional
measurements called as "space points".

2. Seed track finding and extension in the SCT
The second step is finding seed tracks. The seed track is built from three
space points in the pixel and SCT layers. These seeds are then extended
throughout the silicon detectors by choosing additional space-points
in the seed track direction from the remaining layers, in which a
combinatorial Kalman filter [33] algorithm is used. This extended
trajectory is referred to as a track candidate.

3. Ambiguity solving

The collection of the track candidates has random hits combinations
referred to as "fake tracks" or duplicated tracks which have a shared
segment with another track candidate. In this step, these ambiguity is
resolved based on a "track score" that is calculated from fit quality in
the Kalman filter and the number of shared hits and holes. The hole
means a missing cluster, which is expected there, in the road of the track
candidate.

Figure 3.1:
lustration of
single-particle pixel
clusters in the pixel
detector. Each color
shows each cluster
that has  energy
deposit from single
charged particle
represented by an
arrow.

45



3 Physics object reconstruction and identification

4. Extension into the TRT
Track candidates passing the ambiguity solving step are extended into
the TRT.

Then, these reconstructed tracks are identified by track quality selection. There are two sets of
selection of "Loose" and "TightPrimary":

Loose
e pr > 400 MeV
* gl <2.5
* Number of pixel and SCT clusters on track (referred to as "silicon hits") > 7
* Number of shared clusters in the pixel and SCT < 1
e Number of pixel and SCT holes < 2
* Number of pixel holes < 1

TightPrimary
This requires the following selection in addition to the Loose selection

¢ Number of silicon hits > 9 if |p| < 1.65

e Number of silicon hits > 11 if || > 1.65

* At least one hit on one of the two innermost pixel layers
* No pixel holes

|d(])3L| < 2.0mm

* |zg%sin 6] < 3.0mm

dgL is the transverse distance between the track and the measured beam-line position, Z(E)‘L is
the longitudinal distance along the beam between the track and the primary vertex (described in
Section 3.1.3), and 6 is a polar angle of the track.

3.1.2 Track reconstruction efficiency and fake rate

The Loose track selection is a default track selection used to reconstruct jets, electrons, and muons
, which has high efficiency but also has a non-negligible fraction of fake tracks. The fake track is
a track reconstructed by a mis-combination of hits of several different particles. The TightPrimary
selection aims to reconstruct primary tracks, which are defined as tracks of a charged particle with a
mean lifetime 7 > 300 ps. The TightPrimary is optimized to reject fake tracks, but it has more track
reconstruction inefficiency than the Loose selection as shown in Figures 3.2. The efficiency at 7 = 0
and pt > 5 GeV is ~ 90% and ~ 85% for the Loose and the TightPrimary selections, respectively.
The rate of the fake tracks is estimated from the behavior of the averaged number of tracks { Niracks(it))
in data as a function of a number of pileup u (Figure 3.3(a)). Here, assuming that the number of
real (i.e. non-fake) tracks is proportional to the y to first order, the number of real tracks is estimated
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by the fit with a linear function f(u) = mu in the range of 10 > u > 15. The fake track rate Reaye(ut)
is given as
(Niracks(1)) = f (1)

Rfake(/l) B <Ntracks (,u» . (3‘ 1)

This is shown in Figure 3.2(b). The fake rate of the TightPrimary selection is almost zero at any
number of pileup, but that of the Loose selection is increasing to 5% at y = 22 in the data.
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Figure 3.2: Track reconstruction efficiency calculated in the simulation of the Loose and TightPrimary selections
as a function of (a) 7 and (b) pr [32]. The bands show the total systematic uncertainty.
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Figure 3.3: Average numbers of tracks (Ny.cks(1t)) in the data and simulation as a function of a number of
pileup u in the Loose and TithtPrimary selections (a), and the fake track rates estimated from the linear fits
(b) [32].

3.1.3 Vertices

Vertices are reconstructed from the tracks by using their z coordinates along the beamline. A
vertex candidate is reconstructed by Iterative Vertex Finding [34] procedure. All tracks are refitted
to the vertex candidates and it is determined which track is associated with the vertex. The vertex

47



3 Physics object reconstruction and identification

with the largest sum of squared transverse momenta of the associated tracks is defined as a "primary
vertex".

3.2 Topological cluster

A topological cluster ("topo-cluster") is a group of cells with energy deposit in the calorimeters,
which is used to reconstruct a jet. There are two steps to reconstruct the topological cluster as
described in the following:

1. Proto-cluster formation
At first, the grouping of cells into "proto-clusters" is performed based on the cell signal
significance gg}/ll in each cell defined as,

EEM
Sell = T (3.2)
noise, cell

where EcEell\;[ is the energy measured in the cell on the electromagnetic (EM) energy scale, and
O-r];:()ise,cell is an expected noise level in the cell. The noise level is varied in O(10)-0(10%) MeV
depending on the calorimeter position and pileup [35]. The EM scale energy is defined by
an energy calibration reproducing the energy deposited by electrons and photons correctly, in
which there is no correction on the loss of signal for hadrons. Proto-clusters are formed by
a growing-volume algorithm starting from a calorimeter cell with a highly significant seed
signal. The seeding and growing are controlled by three parameters {S, N, P}, which define
three kinds of threshold on the gng as |g£}f| > S, N, P. The values of {S, N, P} are set to
{4,2,0} in this proto-clustering. The seeds are defined as the cells with |¢E)| above S. A
found seed is growing by adding three-dimensional neighbor cells with |g§el}f| > N into the
proto-cluster of the seed. This growth is stopped when there is no neighbor cell passing this
requirement. At the last, the neighbor cells with |gfel}f| > P are added to the proto-cluster. This

clustering for each seed is made in Igfel;f [-ordering of the seeds.

2. Cluster splitting
The proto-cluster is too large to provide a good measurement of the energy from one particle
because spatial signal structures inside the cluster are not considered. Therefore, as a next step,
the cluster is split based on local signal maximum cells. The local signal maximum is defined
by EEM > 500 MeV and topological requirements that there is no neighbor with larger energy

cell
and at least four neighbor cells inside the cluster. The split clusters are the topological clusters.

(¢, 1) of the topological cluster is defined as a simple energy-weighted sum of the (¢, n) of the
inside cells. The energy of the cluster is given as the sum of deposit energy of the cells.

3.3 Jet

A jet is a bundle of particles produced by a hadronization of a parton, which is observed as a
shower in the calorimeters. A jet reconstructed from the topo-clusters is referred to as "calo jet". The
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tracks associated with the jet has information of the parton origin of it. An identification of the jet
originating from b-quark using track information ("b-tagging") is described in Appendix A.1. The
track information inside a jet to separate light-quark (u, d, ¢, and s) and gluon jets is described in
Section 6. It is a key technique to improve this gluino search.

3.3.1 Jet reconstruction

In this analysis, anti-k; algorithm [36] with R = 0.4 is used to reconstruct jets. The R is a parameter
used in the algorithm and indicates a typical jet cone size in the ¢ — iy plane. In the anti-k; algorithm,
the following variable is defined between two topo-clusters i and j:

L )\ AR
dij = min (Pr,i’pT,j) R2

dip = pri (3.4)

(3.3)

where AR; ; is a distance between i and j in the ¢ — i plane. The d; ; of all combinations of input
clusters are calculated. The two clusters with the minimum d; ; among them and the d; g are merged
into one. If the minimum one is d; g, the cluster i is considered as a jet and removed from the input
list. This merging step is repeated until no cluster is left in the list. Truth jets are also reconstructed by
the anti-k, algorithm using truth particles in the simulation, which is used in the jet energy calibration
as a reference described in Section 3.3.2.

3.3.2 Jet energy calibration

To calibrate a jet momentum from the EM-scale momenta of the topo-clusters, there are three
steps:

1. Pileup correction

2. Absolute jet energy scale ("JES") calibration

3. In situ calibration (only to data)

Pileup correction

The pileup correction removes the additional energy caused by the in-time and out-of-time
pileups. The correction has two components of an area-based pr density subtraction, in which
a ghost-association technique [37] is used, and a residual correction obtained from the simulation.

* Area-based pt density subtraction
This method subtracts pileup contribution to the pr of each jet according to its area in each event.
The pileup contribution is calculated from the median pr-density p = median{p]]?[’" AlebT )
where AI®%/ is an area of the jet j and the index j enumerates the jets reconstructed by the
kr algorithm [38] with || < 2, which is chosen due to its good sensitivity to soft radiation
and used only in this correction. In this method, simulated "ghost" particles with infinitesimal
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3 Physics object reconstruction and identification

momentum are added uniformly in solid angle to the events before jet reconstruction. The
number of ghost particles Né included in the jet j in the reconstruction is used to calculate the
AlYJ given as Al = Né/ Ag, where Ay is the number of ghost particles in a unit area. From
the obtained median p, the pr subtraction for the jet j is defined as —p x A4,

* Residual correction
Residual correction is necessary because only the central jets are considered in the p calculation
and some dependence of the anti-k; jet pt on the pileup amount can be seen after the area-based
pr subtraction. There are dependences of the pt on the number of primary vertices Npy! and
on the number of interactions per bunch-crossing p, which are sensitive to the in-time and
out-of-time pileups, respectively. These dependences are linear and independent of each other.
Therefore, they are separately evaluated by the linear fits in the simulation in each (p,77) range.

Both corrections are described in one equation given as
TrEpr o = px A —a(pr,n) X (Npy = 1) = Blpr. 1) X 1,
reco,EM

Pr =Py
where p-. is pt at the EM scale before any correction, and a(pt,7n) and B(pr,n) are the
coeflicients in the residual correction depending on Npy and p, respectively, in each pt and 7 range.
The dependencies before and after corrections in the simulation are shown in Figures 3.4.
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Figure 3.4: Dependencies of the EM scale pt on (a) the number of primary vertices Npy (averaged over y) and
(b) pileup (averaged over Npy) as a function of || [39]. Blue, purple, and red points show the dependence
before any correction, after area-based correction, and after all the pileup corrections, respectively.

Absolute JES calibration

The absolute jet energy scale calibration transfers the reconstructed jet momentum to the particle
level momentum. This calibration is made by using the PyTuia Monte Carlo ("MC") simulation after

' The primary vertex here means a vertex close to the beam axis in the transverse plane.
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the pileup corrections. In the MC simulation, the Gaussian fit is performed on the

jet
ET

= truth’
E T

(3.6)

where E° and E%r“th are the reconstructed transverse energy and truth-level pr of a jet. This fit
is performed in each p‘T“”h and 74> range, and the energy response (R) defined as the mean of the
Gaussian fit is used to calibrate the absolute jet energy scale. The (R) in each nge is shown in

Figure 3.5.

A

s e

o r Ty
@ 1§<> E"“‘”—eoc v ATLAS Simulation
S : D o - o ey \E_: 13 TeV, Pythia Dijet ]
B 0.9F 0 E™ =400Gev anti-k, R = 0.4, EM scale
x 0 85 & E™"=1200 Gev . E
O Gt =
3 E W Q}‘:‘ %WW%%% e 3
S 0.7 & ¢ g o0 5K s %
c iﬁ;ﬁ‘r’ﬁdbwo ® 4 0F® Ty @ o g
W 0.65" 4 M etz
E n{;ﬁo E OG@
0.5? 0%y éFD(SSWWE%DQEE I E
0.4? %& o f & ®® g co% E
0.3 " % E
o R BN B SR AR L L1
02" 3 "0 1 2 3 3
n

o
o

Figure 3.5: Energy response as a function of 774, for a different truth-level transverse energy of jets ( Eff uthy 139].

In situ calibration (only to data)

The last correction is in situ calibration of data. This correction is aiming to compensate the
difference between the data and MC simulation. The response R;,—si, is defined in the data and MC
simulation as the average ratio of jet pt to reference object pt, binned in range of the reference object
pr. The response is obtained in Z (— [l)+jet, y+jet, and multi-jet events. Z, v and the vector sum
of recoiling jets are treated as reference objects in each case. The recoiling objects are the other jets
than the leading jet in the multi-jet events. The correction factor is obtained as

data
_ "Vin—situ
c= RMC (3.7

in—situ

The combined factor calculated from Z+jet, y+jet, and multi-jet events is shown in Figure 3.6.

3.3.3 Uncertainties on jet

Uncertainties on the jet energy scale coming from all of the above calibrations are shown in
Figures 3.7. The total uncertainty strongly depends on the jet pr and varies from 1% to 4%.

2 The 14e is defined to 7 pointing to the geometric center of the detector in order to avoid any ambiguity as to which
region of the detector is measuring the jet.
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Figure 3.6: Ratio of the jet response in data to that in the nominal MC simulation after the absolute jet energy
scale calibration as a function of jet pt for Z+jet, y+jet, and multi-jet in situ calibrations [39].
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Figure 3.7: Combined uncertainty on the jet energy scale after all of the calibrations as a function of (a) jet pr

and (b) jet n at pt = 80 GeV [39].

3.3.4 Requirements for jet in this analysis

Jets used in this analysis in apart from jets utilized for the calibration of a quark/gluon separation
variable in Section 6 are required the following selection:
* pr > 50 GeV
* gl <2.8

The requirements on jets in Section 6 are described in that section.

3.4 Missing transverse momentum E‘Tniss

In searches for the SUSY particles, the most important feature of the signals is a large missing
momentum derived from the undetectable /\7?. In p-p collisions, the initial momentum in the beam
direction is unknown since the momentum contributing to the collision is parton momentum, which
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3.4 Missing transverse momentum E;"™*

is a part of proton momentum and changed in each collision. However, the initial momentum in
the plane transverse to the beam direction is zero. Therefore, a missing momentum of the collision
products in the transverse plane can be calculated as a negative sum of visible transverse momenta.
In practice, the missing transverse momentum E%niss is calculated from the hard physics objects (jets,
electrons, muons, and photons) and "track-based soft term" (TST). The TST is a remaining energy
deposit calculated from the reconstructed tracks associated with the primary vertex but not associated
with the hard objects. The hard object is fully calibrated with an algorithm dedicated to each kind of
the object. Thus, the TST is a key term for a good E;“iss performance.

3.4.1 E%ﬁss reconstruction

The x(y) component of the E}mss is given as

Emiss _ Emiss,e + Emiss,,u + Emiss,y + Emiss,jets + Emiss,soft

x(v) T Tx(y) x(y) x(y) x(y) x(y) (3.8)

miss, e, u,y,jets

where E is the negative vector sum of the momenta of the respective calibrated objects and
x(y) g p ]
the E;réiys)s’soﬁ is the TST. The magnitude EX™ and azimuthal angle ¢™** of the E‘T“iss are calculated
as
E;niss — \/(E)rcniss)2 + (E)rjniss)z’ (39)
Emiss

#™ = arctan (3.10)

miss
Ex

The E)I:ziyss’mﬁ is calculated from tracks satisfying the "TightPrimary" selection described in Section 3.1
but not associated with any hard object.

3.4.2 EX performance

The E%niss performance is checked in Z — [I(ZIl) events and W — [v(Wlv) events. The ZII
events are used as no E}“iss events, and E%“iss in the Wlv events are considered as "genuine" E‘T“iss.
There are three important variables to check the performance:

. E%"iss resolution is defined as the RMS of the E;‘?iyss in ZI[ events.
. E;niss response R is defined in Z/[ events as

_ [ Pmiss A’ _ | Pmiss ﬁ% 311
R = <ET . Z> =(Et - ﬁ s (3.11)
T

where ﬁ% is a transverse momentum of the Z-boson calculated from the vector sum of the

transverse momenta of the two leptons, and A 7 is the unit vector of it. The bracket represents
the mean of the inside variable. The R is sensitive to the balance between the Z-boson and the
soft hadronic recoil. If they are balanced exactly, this would be zero.
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* EI linearity L is defined in the Wlv simulation as

Emiss _ Emiss,True
T

_ T
L= Emiss,True ’ (3.12)
T
where E;niSS’True is the truth-level EX"™ in the simulation (and the EI™ in the equation is the

reconstructed one). The L measures the consistency between the truth-level and reconstructed
ET™.If EX™ were reconstructed correctly, the L would be zero.

These variables are shown in Figures 3.8. The resolution is less than 10 GeV in the range of the
number of primary vertices Npy between 0 and 30. The response is varied from —15 % to almost
zero of the p% in the range of 20 < p% < 200 GeV. This negative value indicates an underestimation
of the soft recoil. The linearity has a good performance and is zero for E;mss’Tr”e > 70 GeV.
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Figure 3.8: (a) EJ"* resolution (RMS) of E ‘miss,soft 5nd E;niss’ soft 45 a function of number of primary vertices Npy
and (b) EM™* response divided by Z pr (p%) as a function of pZ in 8.5fb™'data and MC simulation of Z — ee

events [40]. (c) E;niss linearity as a function of EM™**™ in the W — v MC simulation [41]. In the linearity,

green points show the TST E%niss, which is used in this analysis, and the other color points show E%“iss calculated
by other algorithms.

3.4.3 Uncertainties on E?iss

In Eq. 3.8, the uncertainties on the hard objects terms are provided in each object calibrations and
their uncertainties are propagated into the each E}n 15500 term, Thus, the uncertainties on the soft term
are focused on here.

The main uncertainty is obtained from the differences between several MC generators because
the difference between the data and MC simulation was smaller than the MC differences in Runl.
In addition to this modeling uncertainty, the difference between the MC simulations in the different
detector and running conditions provides small but non-negligible uncertainty.

The systematic uncertainties on the soft term are taken into account as three uncertainties defined
based on the axis of ﬁtfard, which is the vector sum of transverse momenta of the hard objects in an
event. The three uncertainties are:

* uncertainty on the resolution longitudinal to ﬁ}%‘“d,
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* uncertainty on the resolution transverse to phad,

* uncertainty on the soft term scale longitudinal to ﬁ*%ard.

These uncertainties are quantified by using the balance between the hard term and soft term in Z — 1/
events. The obtained uncertainties are shown in Figures 3.9. The uncertainties are ~ 10 % on the
resolutions and ~ 20 % on the scale.
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4 Monte Carlo simulation

4.1 Monte Carlo process
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Figure 4.1: The schematic view of each Monte Carlo generator step in a proton-proton collision evolving to
hadronic final state X [43]. Here, u = up (factorization scale) = ug (renormalization scale). The middle
region sandwiched by two break lines above y is a process at a momentum transfer Q> > 2. The shaded box
shows a hard process which is calculated by matrix-element method. Winding lines show gluons coming from
initial state radiations. Dy represents hadronization process from parton k to X.

Following four steps are simulated in the Monte Carlo ("MC") simulation:
1. Parton distribution function ("PDF")

2. Hard process

3. Parton shower (ISR and FSR)

4. Hadronization

The PDF (an example is shown in Figure 4.2) is a distribution of each parton in a proton as a function
of momentum fraction x. It is obtained from various measurements. The hard process is a target
process in each MC simulation at large momentum transfer Q%. At such a large transfer momentum,
strong interaction coupling as becomes enough small for perturbation theory to be valid. Thus, the
hard process is predicted by perturbative calculations of a matrix-element method based on Feynman
diagrams at a specific order of as. Parton shower simulates the process of branching external partons
from two incoming partons or outgoing partons (gluon emission or quark pair-production), in which
Q? is evolved. This process is separately calculated from the hard process because it is difficult to
calculate perturbatively due to a large as. The hadronization is a process in that a parton evolves to
numerous color-neutral hadrons. A formalization for a cross-section o,,_,x of the process from a
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p-p collision to a final state X reflects this separation of the steps as

T =Y, [ duidudzfiCa. e 48

ij,k

i (%1202 0% s sk 143 Dioox (2 1) (4.1)

where i, j and k stand for the parton species, x;» are momentum fractions of two partons in the
protons, f;; are the PDFs, &7; ., is a cross-section of the process of ij — k, and Dy_x is a
hadronization function. The ur is an arbitrary energy scale which is a boundary between the PDF
and the hard process or between the hard process and hadronization process. The ug is also an
arbitrary scale of the renormalization scale in the hard process. Usually, ur and ug is set to the same
in the MC simulation.
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Figure 4.2: Parton Distribution Function (PDF) f(x, Q) at energy scale (left) Q = 2 GeV and (right) 100 GeV
as a function of momentum fraction x at next-to-next-to-leading order (NNLO). The PDF is obtained from the
CTEQ-TEA global analysis (CT14, [44]). The various lines show different flavor partons.

4.2 Monte Carlo samples

The MC event generators used for the SUSY signals and SM background in this analysis are
summarized in Table 4.1. There are two kinds of software for MC event generators. One is
general-purpose Monte Carlo generators such as PyTHia, SHERPA, and HERWIG++, which can simulate
all of the four steps of the PDF, hard process, parton shower, and hadronization. In contrast, the
other is simulator only for the matrix-element calculation of the hard process, which is interfaced to
parton shower and hadronization part of a general-purpose MC generator. In the main background
processes, boson+jets process is simulated by SHERPA, and ¢ and single top processes are simulated by
PowHnEeG-Box+PyTHIA6. The details of the SM background process will be described in Section 8.1.
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Table 4.1: The MC simulation used for the SUSY signals and SM background in this analysis. The PDF sets,
generators for a hard process, simulator of parton showers, and the order of ay in cross-section calculations to
obtain yield normalization are shown.

Physics process PDF set Generator Parton shower & Cross-section
(Hard process) Hadronization normalization
SUSY signals NNPDF2.3LO MGS5_aMC@NLO PyTHIA8 NLO+NLL
Z[y*(— €6, vv) + jets NNPDF3.0NNLO SHERPA2.2.1 SHERPA2.2.1 NNLO
W(— {v) + jets NNPDF3.0NNLO SHERPA2.2.1 SHERPA2.2.1 NNLO
Y + jets CT10 SHERPA2.1.1 SHERPA2.1.1 LO
tt CT10 PowHEG-BOX PyTHIAG NNLO+NNLL
Single top (Wt-channel) CT10 PowHEG-BOX PYTHIAG NNLO+NNLL
Single top (s-channel) CT10 POWHEG-BOX PyTHIAG NLO
Single top (z-channel) CT10 PowHEG-BOX PyTHIAG NLO
DibosonWW ,WZ,ZZ) | CT10 SHERPA2.2.1 SHERPA2.2.1 NLO
Multi-jet NNPDF2.3LO PyTHIA8 PyTHIAS LO

4.2.1 Signal Monte Carlo

In a signal MC event, pair-gluons are generated by using MADGRAPH 5 and they are replaced
by gluinos, which are interfaced to PyTHiA8, reproducing their decay process. Only light-flavor
quarks are considered in the decay of the simplified models as described in Section 1.6. For the
direct decay (one-step decay), a simplified model is defined such that all other superpartners except
the lightest neutralino (and the lightest chargino) are decoupled, and the free parameters are mg
and mgo (and mﬁ). The MC sample is produced at each grid point in the two-dimensional mass

plane of mz and Mo with an interval of O(100) GeV. The mg= in the one-step decay is fixed to

mgs = (mg + mi?)/Z. The PDF in the signal MC is NNPDF2.3LO.
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S Analysis strategy

In order to search for the SUSY particles, event selection that maximizes the expected signal yield
relative to the SM background yield is prepared. The selected kinematic phase space is referred to as
"signal region (SR)" hereafter.

For an improvement in the signal sensitivity of the SR, a new information that can separate the
signal and background more effectively is necessary for the event selection. In the signal decay, there
are at least four quarks. However, the quark-jets are treated as just jets and no information related
to the quark/gluon identification is used in the previous study [45]. In fact, the quark-jet fraction in
the leading four jets in pt ordering is larger than 80% in large AM (g, )2?) signals at the preselection,
which is a loose SR-like selection described in Section 7.3, as shown in Figure 5.1.
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Figure 5.1: Quark-jet fractions in each of the leading four jets at the PreDHigh preselection defined in Table 7.2.
Each bin presents a fraction that a jet with a specific number of the pr-order originates from a quark. A black
line shows the fraction of the SM total background. Other colored lines show the quark-jet fractions in different
signals. In both of the gluino direct decay and one-step decay signals, the quark fractions are high for the large
AM(g, )2?) signals (purple and blue lines). However, it is not the case for the first and second pr jets in the low
AM signals (red and green lines) because the quark-jet originating from the gluino decay has low pr in such a
low AM signal and it is often lower than ISR and FSR gluons.

In this analysis, the quark/gluon separation is utilized for the improvement. For quark/gluon
separation, track information inside a jet is useful and several variables, e.g. number of tracks and
jet width calculated from the associated tracks Wy, are known as discriminating variables [46—49].
However, there are two difficulties to use quark/gluon separation variable:
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5 Analysis strategy

* Correlation between the quark/gluon separation variable and jet py
The variable is usually strongly correlated to the jet pr. Figures 5.2 show the distribution of
the Wy, which is employed in this analysis, in quark- and gluon-jets and its mean value in each
jet pt range. The definition of the Wy is described later in Section 6.1. The quark-jet has a
lower value than the gluon-jet in Wy, and the mean value will be decreased according to the
increasing jet pr. Hence, it is necessary to optimize the Wy selection according to the jet pr
in order to obtain the maximum sensitivity.

* Quark/gluon separation for the leading four jets
The quark/gluon separation needs to be considered for all of the four jets to obtain the
improvement because the discriminating power of the quark/gluon separation variable is not
much large. For instance, the gluon rejection is 60% at the quark acceptance of 80% for the
pr ~ 200 GeV jet in Runl [46]. The selection on the four jets makes the selection more
complicated.

2] - N A 0.2
o I Simulation Y T . .
oL Jetp, 200-300 GeV z 018} Simulation
15 —Quark jet 0.16 — Quark jet
0.14
— Gluon jet — Gluon jet

10°

L L v b b b b b b e b by e
0 005 01 015 02 025 03 0 200 400 600 800 10001200 1400 160018002000
W i et p_[GeV]
T
(a) Wy distributions of quark- and gluon-jets (b) Mean of Wy in each jet pt range

Figure 5.2: (a) Distributions of Wy in the jet pr range between 200 GeV and 300 GeV, and (b) mean of Wy in
each jet pr range for quark-(blue line) and gluon-jets(red line) in the multi-jet MC simulation. The selection
applied here is the multi-jet sample selection for two-process extraction defined in Table 6.2 of Section 6.

To accomplish the complicated selection taking into account the correlation between the prs and
Waks of the four jets, a multivariate analysis technique, Boosted Decision Tree ("BDT",[50]), is
employed in this analysis. Among the multivariate analysis techniques, the BDT is generally used in
the ATLAS experiment, for example, b-tagging, H — bb search [51], etc. The BDT provides one
score (BDT score) indicating if an event is signal-like or background-like according to measurement
variables ("input variables") of the event and correlations between them.

In apart from the quark/gluon separation, the BDT itself is expected to provide an improvement
if the conventional variables used in the previous study [45] are also given as input variables of the
BDT analysis because the BDT can take into account the correlation between the input variables.
The correlation is not considered in the previous analysis, in which only the cut on each variable is
used. For example, in the previous analysis, aplanarity, which is a variable related to the multi-jet
topology, and mg, which is a variable indicating the hardness of the event, are used. The details of
the two variables will be described in Section 7.2. In the SR of the previous analysis, the fixed cut on

62



each of the aplanarity and meg is required. However, the two-dimensional distribution of them is very
different between the signal and background as shown in Figures 5.3. Obviously, the varying lower
cut on the mg according to the aplanarity, in which the cut value is decreased with the increasing
aplanarity, is better than the fixed-cuts, i.e. rectangular cut, on them.
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Figure 5.3: Two-dimensional distributions between m.g and aplanarity in (a) the SM background and (b) the
gluino direct decay signal with (g, )2?) = (1900, 500) GeV at the preselection PreDHigh defined in Table 7.2.
The total number of the signal is normalized to that of the SM background.

Therefore, in order to obtain the best improvement, this analysis uses a BDT analysis in which the
quark/gluon separation variables (Wyy ) of the leading four jets and the conventional variables used in
the previous analysis are taken into account as input variables. To accomplish this analysis, calibration
and uncertainties of the Wy are necessary because the Wy is sensitive to the hadronization, which
is difficult to be predicted precisely in the simulation. The calibration of the Wy will be explained in
Section 6, which will provide a "scale factor" ("SF") as a jet-by-jet correction factor on the simulation
and its up and down variations as systematic uncertainties.
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6 Calibration of quark/gluon separation variable

6.1 Quark/gluon separation variable

In order to distinguish quark jets from gluon jets, the information of the track activity inside jets
is important because the color factor of gluons is larger than that of quarks by factor 9/4 ("Casimir
ratio"), which makes gluons emit more particles in the hadronization than quarks. Thus, a gluon jet
has more charged tracks in it and the jet width is larger than that of a quark-jet.

Here, jet width computed from the associated tracks Wy is used as a quark/gluon separation ("q/g
separation") variable, which is a track-pr-weighted width of the jet divided by the scalar sum of the
track transverse momenta. It is defined as

Ztrkejet Ptk ARk jet
Wik =

6.1)
2k ejet PT,trk

where pr  is a p of a charged track reconstructed by the inner detector (ID) and ARy je( is a distance
in the 17-¢ plane between the track and the jet axis. This variable is insensitive to the track inefficiency
because it is defined as a ratio. The charged tracks used here are required to have pr.x > 1 GeV and
identified by the "TightPrimary" selection described in Section 3.1 in order to remove fake tracks
which make n-dependence in Wyy.

The calibration of this variable and estimation of its uncertainties are necessary since such jet
substructure information is not used in the conventional SUSY searches and mis-modeling of the
simulation, especially in gluon jets, is known in the previous study for q/g separation in Runl [47].
The calibration of the q/g separation variable is performed by applying binned jet-by-jet scale factor
in the simulation for quark- and gluon-jets, respectively. The scale factor is obtained from the Wy
distributions in quark- and gluon-jets from data in order to match the shape of the simulation to that
of the data, in which the shape is obtained in each jet pt range because it depends on jet pr strongly.
The jet used in this calibration is restricted to jets with pt > 40 GeV and |n| < 2.1. The slightly
tighter || requirement than a usual jet identification (|n| < 2.8) is in order to avoid || dependence
of Wy caused by the ID coverage (|57| <2.5).

6.2 Method to extract quark/gluon from data

To extract the shape of Wy distributions for quark- and gluon-jets from data separately, a "matrix
method" of two samples with different quark/gluon fractions is used. The matrix method can extract
pure quark or gluon jets from quark-enriched and gluon-enriched samples under the assumption that
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6 Calibration of quark/gluon separation variable

the two samples have the same shape of Wy distributions in each of quark and gluon jets. The matrix
method is performed for each pr bin defined in Table 6.1 and the quark-enriched and gluon-enriched
samples are different between lower pr ranges and higher pt ranges.

Table 6.1: The pt range division for the calibration of Wy and samples used in extraction of pure quark- and
gluon-jets.

Lower pr bin boundary [GeV]
40 [ 60 | 100 | 150 [ 200 | 300 | 400 | 500 | 600 | 800 | 1000 | 1200 | 1500 | 2000
Z+jets & multi-jet samples
(2-process extraction)

Higher & lower |n] jet samples in multi-jet

For the lower pr ranges (40-500 GeV), the quark-enriched and gluon-enriched samples are obtained
from the leading pr jet in Z+jets events and multi-jet events, respectively. The quark in Z+jets is an
associated quark in the Feynman diagram given in Figures 8.1 of Section 8.1. The gluon in multi-jet
comes from a gluon emission in QCD process. This extraction method is referred to as "2-process
extraction" hereafter.

For the higher pt ranges (500-2000 GeV), the quark-enriched and gluon-enriched samples are
obtained from higher and lower |7| jets of the leading two jets in multi-jet events, respectively. The
higher || jet comes from high x (momentum fraction) of a PDF. Since the PDF in the high-x range
has a high probability of valence-quarks as shown in Figure 4.2 of Section 4.1, the higher || jet
sample has more quark jets. In contrast, the lower || jet has lower x and more gluon jets.

The matrix in 2-process extraction is given as

pZ+jets(Wtrk) — fZ+jets,Q fZ+jets,G pQ(Wtrk) 6.2)
pMulti—jet(Wtrk) fMulti—jet,Q fMulti—jet,G pG(Wer) ’
=F
Po(Wek) 1| Pzrjets(Wik)
=) = F , 6.3
( PG(Wik) pMulti—jet(Wtrk) (03)
and the matrix using the higher and lower |7 jets is
PL(Wik) o fuc )\ Pe(Wuk)
—————
=F’
PQ(Wk) -1 [ PHWuk)
S = F , 6.5
( P6 W) PLWis) (¢

where  poG(Wyk) show Wy distributions in pure quark- and gluon-jet samples,
PZ+jets/Multi—jet/H/L(Wik) show Wy distributions in Z+jets, multi-jet, higher || jet, and lower [n|
jet samples, respectively, and fx /g are fractions of quark and gluon jets in sample X. Between
Egs. 6.2 and 6.3 or Egs. 6.4 and 6.5, the inverse matrix of F or F’ is calculated and used to extract
pure quark/gluon (pq ). The distribution of quark/gluon-enriched sample is obtained from data and
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6.2 Method to extract quark/gluon from data

the fraction of quarks and gluons in them are obtained from the MC simulations. This matrix is
computed in each Wy bins and each jet pt ranges.

To avoid a systematic uncertainty coming from the parton shower modeling, this calibration is
performed for PyTHia8 and SHERPA separately. For SHErpa, the Z-+jets MC is SHERPA2.2.1 and
the multi-jet MC is Suerpa2.1.1. This difference will be taken into account in the systematic
uncertainties. In Sections 6.1-6.4, the figures using PyTHIA8 (SHERPA) show results with
NNPDF3.0NNLO (NNPDF3.0NNLO) and NNPDF2.3L.O (CT10) PDF sets for 2-process extraction
and for higher/lower || jet extraction, respectively.

The selections for all the samples used here are summarized in Table 6.2. The pure Z+jets events
are obtained by requirements of two opposite charge leptons and Z mass cut between 75 GeV and
105 GeV in the invariant mass of the two leptons. The multi-jet sample consists of no-lepton events.
There is |7| < 2.1 requirement because the ID covers |n| up to 2.5.

Table 6.2: The selections to retrieve quark/gluon-enriched samples. The requirements in the upper half are in
order to obtain Z+jets/multi-jet events. The ones in the lower half are to enrich quark jets or gluon jets. "j;"
represents the i-th jet in pr-ordering.

Multi-jet sample
Selection Z+jets sample For 2-process Higher |n| Lower |7
extraction jet sample jet sample
Trigger Single lepton trigger Or of single jet triggers
= | Object Two opposite charge leptons No lepton
2| mec 75 < mee < 105 GeV -
% Number of jets >1 >2
| b-veto J1 # b-jet J1 # b-jet J1 # b-jet and j, # b-jet
=1 nGol <2.1 <2.1 <2.1
In(j2)l - - <21
3 Target parton Quark Gluon Quark Gluon
£ | pr(2)/pr(j2) <15 - -
2| pr(in/pr(2) - - <15
S pr(jn) <max(30 GeV, 0.5p1(Z)) > 20 GeV > 20 GeV
= AY(Z, jr) >25 B} i
2| A1, j2) - >2.5 -
g InGjol - < nG2)l -
Used jet in j; or j» Only j; Only j Higher |n| jet Lower || jet

The jet pr distribution for each sample with PyTH1AS8 is shown in Figures 6.1 and 6.2. The partonic
flavor label (quark[u, d, s, or c], gluon, b-quark or "other") of a jet in the simulation is defined
by a flavor of the highest-energy parton in the parton shower within AR = 0.4 with the jet. 0.4 is
equal to the radius parameter of the jet algorithm. The fractions of quark and gluon jets in each
sample are shown in Figures 6.3. In the lower pt ranges (< 500 GeV), the quark fraction of Z+jets is
high (~ 75%) and the difference between the quark fractions in Z+jets and multi-jet is large (30-50%),
but the quark fraction of higher || jet is low (< 50%). Thus, the Z+jets and multi-jet are used as
quark/gluon-enriched samples in the lower pt ranges. In the higher pt ranges (> 500GeV), higher
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6 Calibration of quark/gluon separation variable

|n| jet has a large fraction of quarks (> 60%). Thus, in the higher pt ranges, the higher/lower || jet
samples are used'. The difference between the MC event generators in the fractions is known to be
small in the previous study [48]. In the whole pt range, b-quark jets and jets labeled "other" exist,
but it is suppressed to be lower than a few %, which can be ignored. The jets labeled "other" are jets
mainly originating from pileup.
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Figure 6.1: The pr distributions of the leading jets with PyTH1A8 MC in (a) Z+jets and (b) multi-jet for 2-sample
process extraction. Data for (a) is 32.9fb~!in 2016 and that for (b) is 3.2fb~'in 2015. The normalization of the
simulation is decided by cross-section.
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Figure 6.2: The pt distributions of (a) the higher || jet and (b) the lower || jet of the leading two jets in
multi-jet events with PyTria8 MC. Data for both figures are 32.9fb~'in 2016. In the low pr range (< 100 GeV),
the number of data is much smaller than the simulation due to the event skimming only on data in the data
processing, but the low pt range is not used for the calibration. The normalization of the simulation is decided
by cross-section.

1 The low statistic of Z+jets sample in the higher p ranges is another reason to use the higher/lower || jet samples.
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6.3 MC closure
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Figure 6.3: Fractions of quark- and gluon-jets in each of (a)(c) Z+jets and multi-jet for 2-process extraction
and (b)(d) higher and lower |n| jets (H and L represent higher and lower |r]| jets.). PyTHiA8 and SHErPA MCs
are used in the top and bottom figures, respectively. These values are used as elements in the F (F’) matrix in
Eq. 6.2 (6.4).

6.3 MC closure

The matrix method (Eq. 6.3) is valid only if the shape of the Wy distribution is the same between
the quark- and gluon-enriched samples, respectively for quark and gluon jets. The validation of this
assumption is performed in the MC simulation by injecting the MC samples as pq;G-rich(Wuk) in
Eq. 6.3. The difference between pure quark/gluon samples defined by the partonic flavor label in the
MC and the extracted pure quark/gluon samples by Eq. 6.3 is defined as an MC non-closure. Since
there is a bit difference between Z+jets and multi-jet or between higher || and lower || jets in the
MC (Figures 6.4), there is 10% MC non-closure at maximum in the mean of Wy in both of PyTHI1AS
and SHERPA as shown in Figures 6.5. In PyTHIA8, the maximum MC non-closure exists in quark Wy
in the jet pr range between 300 and 400 GeV in the 2-process extraction. In this range, the gluon
Wik in multi-jet is lower than that in Z+jets as shown in Figure 6.4(a). This difference causes the MC
non-closure in the extraction. Overall, the MC non-closure in SHERPA is larger than that in PyTHIAS.
This MC non-closure is taken into account as a systematic uncertainty in Section 6.5.
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6 Calibration of quark/gluon separation variable
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Figure 6.4: Comparisons in the shape of Wy distributions in quark or gluon jets between (a) the leading jets of
Z+jets events and multi-jet events in the jet p range of 200-300 GeV, and between (b) higher || and lower |7|
jets in the jet pr range of 500-600 GeV. The two samples in the comparison are equalized in the total number
of events. The MC is PyTH1AS.
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6.3 MC closure
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Figure 6.5: The difference in the mean of Wy between the pure quark or gluon jets defined by the partonic
flavor label and the extracted pure quark or gluon jets by the matrix method in each pr bins. (a) and (c) are
comparisons in 2-process extraction, which is used in the lower jet pt ranges below 500 GeV. (b) and (d) are
comparisons in the matrix method using the higher and lower |n| jets, which is used in the higher jet p ranges
above 500 GeV. PyTtH1a8 and SHERPA MC simulations are used in the top and bottom figures, respectively.
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6 Calibration of quark/gluon separation variable

6.4 Scale factor

The extracted pure quark and gluon distributions are shown in Figures 6.6. The "scale factor" ("SF")
in each Wy bin and in each pt bin for quark and gluon jets is respectively calculated from these
distributions in order to correct the shape of Wy distributions. The SF for a quark/gluon jet with a
pr and a Wy is given as

PQ/G, Ext.ata (Warks PTj)
SFo/6 (Wik: prj) = , (6.6)
o/ (Wi pr) PQ/G, ExtMc (Waks prj)

where Q/G indicates quark/gluon, pt; represents the j-th jet pr bin including pr, and pq/G, Ext.Data/MC
is a distribution of the extracted pure quark/gluon jets from data/MC shown as in Figures 6.6. The
denominator on the right-hand side is the distribution of the extracted quark/gluon jets from the MC
by the same matrix method in order to suppress the influence of the MC non-closure. This SF is
used as a jet-by-jet weight in the analysis when the Wy of the jet is used in the selection. Systematic
uncertainties are considered as "SF up/down" with an up/down variation from the nominal SF.

6.5 Systematic uncertainties

The systematic uncertainties are listed below:
* (Parton shower modeling)
* The MC non-closure
* PDF uncertainties
* Tracking uncertainties
* Data statistical uncertainty

To avoid an additional systematic uncertainty coming from the parton shower modeling, this
calibration is performed for PyTH1A8 and SHERPA separately as described before. The MC non-closure
is the difference between the pure quark/gluon distribution in the MC defined by the jet parton label
and the extracted pure quark/gluon distribution in the MC described in Section 6.3. The half of the
non-closure is added as a systematic uncertainty to the SF up/down symmetrically. PDF uncertainties
are obtained by using LHAPDF-6.1.5 package [52], which provides other PDF sets and the PDF
internal variations for each PDF set as weight variations depending on the momentum fraction x and
the partonic flavor of reacted partons in the collided protons. By changing a nominal PDF weight to
the systematic variation, the MC with the PDF variation is obtained. The variation on the SF from
the PDF uncertainties is calculated from the difference between the nominal SF and the SF computed
from the MC with the PDF variation weight. The MC inputs are F") matrix in Egs. 6.2 and 6.4, and
PQ/G,ExeMc in Eq. 6.6. Here, NNPDF3.0 [53], CT10 [54], and MMHT2014 [55] PDF sets and their
internal systematic variations are considered. The total up and down variations coming from all the
PDF uncertainties are determined from the envelope of the variations of the three PDF sets. For the
tracking uncertainties, there are five sources of systematic uncertainties:
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6.5 Systematic uncertainties

Track reconstruction efficiency
The uncertainty on the track reconstruction efficiency caused by the uncertainty of the ID
material distributions, which is less than 1% in the efficiency.

Fake track rate
The uncertainty on the rate of reconstructed fake tracks passing the track ID selection.

Impact parameter resolution
The uncertainty on the transverse (dp) and longitudinal (zg) impact parameter resolution. This
reflects the difference in the resolution between the data and MC.

Detector distortion
The uncertainty on the reconstructed Q/p (charge over momentum), dy, and zo caused by the
detector distortion that is not able to be considered in the alignment of the ID.

Lost track in a dense environment
The uncertainty on the probability of losing a track in a core of jets due to the track-dense
environment inside the jets.

These uncertainties are considered by randomly dropping a track or changing its parameter before
Wk computation.

The total uncertainty of the above (quadrature sum of them) and the total systematic uncertainties
on the SF using PyTHI1A8 are shown in Figures 6.7, and also the breakdown of the systematic
uncertainties for PyTHiAS8 is shown in Figures 6.8. In PyTHIAS, up or down uncertainty at the peak of
Wik is ~ 10% for both of quark and gluon jets in the pt range between 100-150 GeV and for gluon
jets in the pr rage of 800—1000 GeV. It is mainly caused by the MC non-closure. For quark jets with
pt between 800 and 1000 GeV, the uncertainty at the peak is ~ 5% mainly contributed by the PDF
uncertainties. The uncertainties obtained by SHERPA are shown in Figures 6.9 and Figures 6.10. If
SHERPA samples are used, there is also 5—10% uncertainties at the peak as in PyTH1AS.

The obtained calibrations are valid only for quark- and gluon-jets. Therefore, the calibrations
cannot be used for b-quark jets and jets labeled "other". For SHERPA, in the lower pr ranges, the
calibrations are valid only for quark jets in SHERPA2.2.1 and gluon jets in SHERPA2.1.1 because
the quark- and gluon-enriched samples are SHERPA2.2.1 Z+jets MC and Suerpa2.1.1 multi-jet MC,
respectively. In the higher pr ranges, only SHERPA2.1.1 multi-jet MC is used and both of the quarks
and gluons are valid only for SHErPA2.1.1. Hence, for the other parton flavors (b-quark or label of
"other") or the other parton shower modelings, only the uncertainties are defined and the nominal SF
is set to 1. The uncertainty for the b-quarks is defined by the envelope of the uncertainties for the
quarks and gluons. The uncertainty for a different-version shower modeling (PyTH1A6 for PYTHIAS,
SHERPA2.2.1 for SHERPA2.1.1, and SHERPA2.1.1 for SHERPA2.2.1) is defined by the envelope of 1 and
SF up/down of the obtained calibration for the corresponding shower modeling (PyTHIAS or SHERPA).
The computation algorithms for the calibrations and the uncertainties on Wy SF for each parton
flavor and each parton shower modelings are summarized in Table 6.3.

The systematic uncertainties listed here are valid for the Z+jets/multi-jet MC samples used in the
calibration. Generally, the Wy distribution is supposed to depend mainly on the jet pr and parton
label. However, in order to use this calibration for the other MC samples used in the analysis, it
is necessary to check that there is no process dependence in the Wy distribution (especially gluon
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6 Calibration of quark/gluon separation variable

jets for background process and quark jets for the signal process). The validation and additional
systematic uncertainty associated with the validation will be described in Section 9.3.4.

Table 6.3: The summary of computation algorithms of Wy scale factor (SF) and its up/down variations. P(S)
means the value obtained in the calibration for PyTHIA8(SHERPA) is used. In case that nominal SF is 1 and SF
up/down is P or S, the SF up and down are obtained from the envelope of 1 and SF up/down of the obtained
calibration for PyTH1A8 or SHERPA. The "Q or G" means the SF up and down is defined by the envelope of
the SF ups and SF downs calculated for quark jets and gluon jets. The "P or S" means the SF up and down is
defined by the envelope of the SF ups and SF downs calculated with PyTH1A8 and SHERPA. The jets labeled
"other" have 100% uncertainties on the SF.
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Parton flavor Quark | Gluon b-quark Other
PyTHIAS _Nominal SF | P | P | | L L
SF up/down P P QorG 2/0
PyTHIAG _Nominal SF | 1. | 1. | 1 L. L_.
SF up/down P P QorG 2/0
SHERPA 2.2.1 Nominal SF S 1. 1. 1.
(In the lower pt ranges) " SF ﬁp?db\jvﬁ s s | QorG | 2/0
SHERPA 2.1.1 Nominal SF 1. S 1. 1.
(In the lower pr ranges) SFup/down | S | S | QorG | 2/0
SHERPA 2.2.1 Nominal SF 1. 1. 1. 1.
(In the higher pt ranges) "SF ﬁp7d6\7vﬁ s s | QorG | 20
SHERPA 2.1.1 Nominal SF S S 1. 1.
(In the higher pr ranges) SFup/down | S | S | QorG | 2/0
Others _Nominal SF | 1. | 1. | 1 L. L_.
SFup/down | PorS | PorS | QorGxPorS | 2/0
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Figure 6.6: The W distributions of pure (a)(c) quark jets and (b)(d) gluon jets extracted by the matrix method
from the data and MC. The top two figures show Wy in the jet pt range between 100 and 150 GeV, and the
bottom two figures show Wy in the jet pt range between 800 and 1000 GeV. Solid-line histograms show the
Wik distributions of quark or gluon jets defined by the jet parton flavor label in the MC. A bottom panel in
each figure shows the ratio of the extracted data to the extracted MC by the matrix method (break line) or the
MC defined by the parton label (solid line). The MC is PyTHIAS.
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Figure 6.7: The Wy distributions of the extracted (a)(c) quark jets and (b)(d) gluon jets from the data and MC
with the total uncertainties and total systematic uncertainties obtained by PyTHia8 MCs. The top two figures
show the distributions in the jet pt range between 100 and 150 GeV. The bottom two show that in the jet pr
range between 800 and 1000 GeV. The lower panel in each figure shows the extracted data divided by the
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76



6.5 Systematic uncertainties

erk

— Quark Total Unc.

Track syst.

W,

trk

— Quark Total Unc.

8 T p,100-150 Gev
£ I
+ N Y ey
g os[-
D |-
L 55 1 Y. SO
0 Sz
i Lo CELL U O ——
0.5
% 0.2 0.4 0.6
W"k
(a) Quark : 100 < pt < 150 GeV (PyTHIAS)
3 Ir p, : 800--1000 GeV
5 [
g os
o}

T T

0.2

0.

4 0.6
Wi

Track syst.

(c) Quark : 800 < pt < 1000 GeV (PyTHIA8)

Uncertainties

Uncertainties

XXIX

50 GeV

T T T T

T

1
=4
3

|
d_Axlxx
o

2 0.4

Wik

0.6

erk

— Gluon Total Unc.

Track syst.

(b) Gluon : 100 < pt < 150 GeV (PyTHIAS)

=

P, 800--1

T T

000 GeV

0.5

T T

b 0.

2 0.4
Wi

0.6

W,

trk
—— Gluon Total Unc.

Track syst.

(d) Gluon : 800 < pt < 1000 GeV (PyTHIAS)

Figure 6.8: The fraction of each uncertainty on the SF obtained by PyTHiA8 MCs as a function of Wy for (a)(c)
quark jets and (b)(d) gluon jets. The top two figures show the uncertainties in the jet pr range between 100
and 150 GeV. The bottom two show that in the jet pr range between 800 and 1000 GeV. The PDF up/down
shows the envelope of all the PDF uncertainties. The track systematic up/down shows the quadrature sum of
five sources of track systematic uncertainties.
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Figure 6.9: The Wy distribution of the extracted (a)(c) quark jets and (b)(d) gluon jets from data and MC with
the total uncertainties and the total systematic uncertainties obtained by SHErPA MCs. The top two figures
show the distribution in the jet pt range between 100 and 150 GeV. The bottom two show that in the jet pr
range between 800 and 1000 GeV. The lower panel in each figure shows the extracted data divided by the
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Figure 6.10: The fraction of each uncertainty on the SF obtained by SHERPA MCs as a function of Wy for
(a)(c) quark jets and (b)(d) gluon jets. The top two figures show the uncertainties in the jet pt range between
100 and 150 GeV. The bottom two show that in the jet pt range between 800 and 1000 GeV. The PDF up/down
shows the envelope of all of the PDF uncertainties. The track systematic up/down shows the quadrature sum
of five sources of track systematic uncertainties.
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7 Event selection

In SUSY searches, there is one difficulty that the optimization is needed to cover wide signal mass
range because the mass of the SUSY particles is unknown. In this search, the various mass range
of the gluino mass and the lightest neutralino ( )2?) mass should be covered. The kinematics of the
detected particles in the signal decay strongly depends on the mass difference between the gluino and
)2? since the momenta of the emitted four quarks via decay from gluino to )2? or ¥5 come from the
extra energy due to the mass difference. To cover such a wide mass range of the signals, ten signal
regions (SRs) are defined for each of the mass difference in the direct decay and one-step decay.

7.1 Trigger

An event is decided to be recorded by the High-Level Trigger (HLT), each of which is dedicated
to capturing a specific feature in the event. In this search, the large missing transverse energy is one
of the important features in the signal event. Therefore, the large E%“SS trigger is used to pick up
signal candidate events. The triggers used for this analysis in the 2015 and 2016 data-sets are listed in
Table 7.1. In this table, the triggers used for control regions ("CRs") and validation regions ("VRs")
are also listed. These regions are defined to estimate contributions of the SM background process
in the SR and check the estimation, which are described in Section 8. The "xe", "g", "e", and "mu"
indicate E%niss, v, electron, and muon, respectively. The numerical value following these characters
represents an energy threshold of the object of interest in a unit of GeV. If there are two ore more
triggers listed in one row, the logical OR of them are used to pick up the events. The E%mss triggers
used for the SR in 2016 have several ET™* thresholds because the increasing peak luminosity over
the 2016 run had led to unacceptably high rates of the lower threshold triggers.

The trigger efficiency of HLT_xel110_mht_L1XES50 (the highest E%“iss threshold trigger) as a
function of reconstructed (offline) Ef™* is shown in Figure 7.1. The efficiency is calculated from
the number of events passing the ET™ trigger and single lepton triggers divided by the number
of events passing single lepton triggers'. Generally, the E}ni“ trigger has slow turn-on (increasing
part of the efficiency) with respect to the offline E%“iss, in which 200 GeV is needed to assure the
plateau efficiency despite the much lower trigger threshold (110 GeV). This is due to the deteriorated
resolution of the online E}“iss calculation only using calorimeter energy deposits, while the offline
calculation takes into account of contributions of muons and soft tracks as well. In the figure, the
muon contribution is removed as in the offline E;“iss calculation. This efficiency curve without the
muon contribution is similar to the offline £ in the SR because the SR has no muon due to its no
lepton requirement. In this analysis, the SR has 100% trigger efficiency because at least 300 GeV
E;“iss is required.

! The single lepton triggers are ones used for CRW/T, VRW/T, VRZ.
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Table 7.1: The summary of the High-Level Triggers used for each region in this analysis for 2015 or 2016 data.

Region 2015 data 2016 data

SR (0-lepton) HLT_xe70_mht HLT_xe90_mht_L1XE50
HLT xel00_mht L1XES50
HLT_xellO_mht_L1XE50

CRY (1-photon) HLT_gl20_loose HLT_gl40_loose
CRW, CRT (1-lepton) | HLT_e60_lhmedium HLT e60_lhmedium_nod0
VRW, VRT (1-lepton) | HLT_e120_1lhloose HLT e140_lhloose_nod0
VRZ (2-lepton) HLT e24 lhmedium HLT_e26_lhtight_nod0O_ivarloose
HLT mu20_iloose L1IMU1l5 HLT mu26_ivarmedium
HLT_mu50 HLT _mub50
]
B 0.8 * -
0.6 hd —
= *® |
0'4; ¢. ® Data {
0'2} :’ ® MCW-pv {
, 37 .n&f Ll i

EP"™* (no muon) [GeV]

Figure 7.1: The trigger efficiency of HLT_xe110_mht_L1XE50 for 2016 dataand W — v MC as a function
of reconstructed (offline) E}m“ without muon contribution. The data shown here is recorded in a period when
HLT xellO_mht_L1XE5O0 is used as a nominal E%mss trigger.

7.2 Discriminating variables

The discriminating variables between the signal and SM background used in the event selection
are picked up from the conventional SUSY search [45]. They are listed in the following:

N, jet
Number of jets reconstructed by the anti-k; algorithm (Section 3.3) with pr > 50 GeV and
7| < 2.8.

1st—4th jet pr, |77
pr and || of the leading four jets in pt ordering with pr > 50 GeV and || < 2.8.

E’Irniss
The missing transverse momentum described in Section 3.4 obtained from the negative vector
sum of all hard object momenta and soft term in the transverse plane of the ATLAS detector.
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Meft
The scalar sum of E%“i“ and prs of all jets with pt > 50 GeV and |n| < 2.8 given as

Niet
mer = ERS+Hr  (Hr= ) pr(j) (7.1)
J

This has been used as the most discriminating variable in the conventional SUSY searches. The
signal with a large AM(g, )2?) has a large m.g and emerges as a broad peak in its distribution,
which corresponds to the sum of the momenta carried by the four quarks and two /\??s (and two
W bosons) in the final states of the direct (one-step) decay signal.

ER'S [YHr, EP™ [ m(4)) .
mer(4j) uses the leading four jets instead of all jets. Thus, EF"/meg(4j) is defined as

EsS/ (ETmiSS + Z? 1 j)). ES [\/Hy and EI™/meq(4j) mean the EX™ largeness relative
to the total event hardness (Ht or meg). E%“iss /VHr is used for SRs with Nj, > 2 and

E%‘iss /meg(4j) is used for SRs with Njee > 4,5,6. These variables are very powerful to
remove multi-jet background since the multi-jet background has only E‘TniSS caused by the
mis-measurement of the jet momenta and its E%niss is small relative to the jet hardness. The

details of the multi-jet process will be described in Section 8.1.3.

Ad(jet; 5 3)s E)rrrniss Imin, Ad(jet; 3, E_:?iss Jmin
Ag(jet, E%"iss) is the distance in ¢ direction between a jet and E;"iss, which is also powerful to
remove the multi-jet background because the E™* in the multi-jet is near to the mis-measured
jet and Ag(jet, Eg‘i“) is small. Ag(jet, 5 3, Izj%“iss)mm and A¢(jet;. 5, E%‘iss)min, which are the
minimum Ag(jet, E%“iss)s in the leading three jets and the remaining jets respectively, are
prepared to use Ag(jet, E%liss) information in the selection.

Aplanarity

In the signal decay, there are two heavy gluinos each of which produces several jets and the
topology of all the jets is isotropic as shown in Figure 7.2(a). In contrast, the topology of the
jets in the SM background event is planar. The main SM background process in the SR is
Z(— vv)+jets or W(— [v)+jets, in which the Z or W boson tends to be boosted to a direction
due to the large E%“iss requirement of the SR selection and the jets are boosted to the opposite
direction, which forms a planar shape as shown in Figure 7.2(b). Therefore, the topology of
multiple jets is different between the signal and background. This difference is considered in
aplanarity, which is the third eigenvalue of the tensor of jets momenta (the definition is written
in [56]). This variable has a large value if the directions of the jets spread spherically like the
signal.

1st—4th jet Wy
Wik has discriminating power to separate quark- and gluon-jets. In large AM (g, )2?) signals,
this variable is useful because the four quarks emitted from the decay of gluinos have large
momenta to become the leading four jets. This variable is calibrated in Section 6. The Wk
Scale Factor (SF) obtained there is applied in SRs using this variable.
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Figure 7.2: Schematic views of the distribution of jets and ETmiss sources in (a) signal (gluino pair-production)
and (b) the main SM background (Z — vv).

7.3 Preselection

After trigger selection, four sets of selection are defined as preselections, which are referred to
as "PreDHigh/PreDLow(PreOHigh/PreOLow)" aiming for the high and low AM(g, )2?) in the
direct (one-step) decay, respectively. The common cuts among them are lepton veto, E;niss >
300 GeV, the leading and the second leading jet pr requirements. Nije(, Mef, A¢(jet1,2,(3), E%mss)min,
and E%mss /meg(4j) requirements are varied depending on the target signal AM(g, )2?). Generally,
one-step decay signals have more jets than direct decay signals due to W — gg decay in the signal
decay chain, and the higher AM (g, )2?) signal has more jets and larger m.g because the jets have larger
momenta. These signal features are taken into account in the cuts of the preselection. The EJ"™®
and Ad(jet; 5 (3), E%“iss)mm cuts can suppress multi-jet background to around 10% or less as shown in
Table 7.3. The details of each background process will be described in Section 8.1. The distribution
of each variable in PreDHigh is shown in Figures 7.3. For the other preselections, the distributions
are shown in Appendix B.1.

Table 7.2: Four sets of selection aiming for different signal AM (g, /\7?) ranges.

Preselection PreDHigh PreDLow ‘ PreOHigh PreOLow
lepton veto 0 lepton
E;niss > 300 GeV
Ist jet pt > 200 GeV
2nd jet pr > 50 GeV
Number of jets >4 > 2 >6 >5
Mef > 1400 GeV > 800 GeV
Ag(et; 5 (3 EX)imin > 0.4 > 0.2 > 0.4 > 0.2
ET" [meg(4)) > 0.2 - > 0.2 -
. decay Gluino Direct decay Gluino One-step decay

Target signal —0 - —0 —0 - —0 —0

AM(g, ¥,) | High AM(g, ¥{) Low AM(g, ¥;) | High AM(g, ¥;) Low AM(g, ¥,)
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Preselection PreDHigh PreDLow PreOHigh PreOLow
Diboson 200 + 8 (6.8%) 625 + 14 (5.3%) 51+£4(5.7%) 328 £ 10 (4.5%)
Z/y*+jets 1046 £ 6 (35.7%) 4643 +15(39.1%) 189 +3(21.3%) 1584 +11 (21.9%)
Wjets 809 + 19 (27.6%) 3183 +26(26.8%) 205 +4 (23.2%) 1641 +17 (22.7%)
1t +singletop 728 + 8 (24.8%) 2381 + 14 (20.0%) 336 +5 (38.0%) 2755 + 16 (38.1%)
Multi-jet 146 + 68 (5.0%) 1053 £317 (8.9%) 104 +£67 (11.7%) 929 + 577 (12.8%)
Total MC 2929 £ 72 11884 + 319 884 + 67 7238 +£ 578

Table 7.3: Numbers of the SM background processes corresponding to 36.1 fb~! at the preselection PreDHigh,
PreDLow, PreOHigh, and PreOLow expected by the MC simulations.
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Figure 7.3: Distributions of mg(inc), E}ni“, E%‘iss [me(45), Ad(i1,2,3)s E%niss)min, Ag(ji>3, E‘T“iss)mm, Aplanarity,
1% jet |n|, 1% jet Wy, 4™ jet Wik, 1% jet pr, and 4" jet pr in SR of PreDHigh. Black points show the
36.1fb~!data and filled histograms show the SM background MCs normalized by cross-section. A large bin
of the multi-jet is caused by an event with an extreme high event weight reflecting the skimming weight in the
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7.4 Boosted Decision Tree

7.4 Boosted Decision Tree

In this analysis, Boosted Decision Tree (BDT) is used in order to improve the search by taking into
account the correlation between the variables including Wis of the leading four jets as discussed
in Section 5. BDT has not been used in the SUSY searches because it is necessary to fix the signal
kinematics for the BDT training while the possible kinematic phase space of the SUSY signal is
wide due to its unknown mass. In this analysis, to cover the various mass range, the BDT training
is separated into ten kinds (D1-DS and O1-0S5) of training each of which is aiming for a specific
AM(g, )2?) range. The D1-D5 and O1-05 BDT trainings are aiming for the gluino direct decay and
one-step decay, respectively. The BDT training with a lower number in the name is performed with
larger AM (g, V) signal MCs.

7.4.1 BDT training

The kinematic phase space of the signal is similar between the same AM(g, )2?) signals. For
example, Figures 7.4 show the distributions of AM(g, )2?) = 1000 GeV direct decay signals at the
preselection PreDHigh. Thus, in each training, signal MCs having similar AM(g, )2?) and gluino
mass are merged. The five target signal mass ranges are prepared for each of the direct decay and
one-step decay as shown in Figures 7.5. For the background in the training, all of the SM background
MCs are taken into account except for the multi-jet background: Z+jets, W+jets, tf, single top, and
diboson MCs. For both of the signal and background, the MC samples after a specific preselection
determined for each training are used. Hence, the multi-jet background is already suppressed as
described in Section 7.3. The preselection of each BDT training is shown in Table 7.4.

7.4.2 Input variables

To determine the input variables for each target signal mass range, several kinds of BDT trainings
are performed with different sets of input variables and the expected sensitivity of a new SR with a
cut on the BDT score is roughly estimated. At first, a method of the estimation is described below.

Expected-sensitivity calculation

The expected sensitivity is simply calculated from three numbers: numbers of the signal and the
total SM background estimated by the MC simulation in a given signal region and the systematic
uncertainty on the number of the background. For this calculation, approximation formula to calculate
the significance (o) of signal null-hypothesis against the signal plus background is used [58, 59]°.

Here, the uncertainty on the number of the background is estimated from results of 23
SRs (meg-based SRs) in the previous study published in Moriond 2017 conference [57]. The
systematic uncertainties in the results strongly depend on the statistic of the SR (=tightness of the
selection). In Figure 7.6, 23 points are drawn, each of which corresponds to one of the 23 SRs. Each

2 In practice, a function of ROOT [60], RooStats: :NumberCountingUtils: :BinomialObsZ, is used.
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point indicates a square-root of the number of predicted background and total systematic uncertainty
for each SR. This graph can be fit well by the following equation,

AN,
~ = Max| ——— +c.0.10]. (7.2)
bkg ( /—kag)
a = 046
b = 145 (7.3)
c = 0.085

The total systematic uncertainty in a new SR built using each BDT is estimated from the above
equation.

Determination of the input variables

The input variables for each BDT training are determined based on 30 sensitivity contours on the
gluino direct or one-step decay signal. A BDT score is obtained from BDT training with each set
of input variables and a new BDT SR is defined by a cut on the BDT score, the preselection, and
additional cuts on variables not used as input variables of the BDT. The cut values of the BDT score
and the additional cuts are optimized to maximize the sensitivity of one of the target signal mass
points.

The following rules are defined in determining the input variables:

. A¢(jet]’2’(3), E%“iss)min and Ag(jet;. 3, E}"iss)mm are not included in the input variables because
they are used to define a control region for multi-jet background ("CRQ") as described in
Section 8.2 , where the multi-jet events are enriched.

* Nije is not used as an input variable due to its large mis-modeling. (For example, it can be seen
in Figures 8.11(b) and 8.12(b) in Section 8.2.)

In any BDT training, most of the variables listed in Section 7.2 make some improvement in the
sensitivity. For example, Figures 7.7 show difference of the sensitivity contours with and without one
variable in D3. However, it is found that some variables are unnecessary in specific BDT trainings:

. E%“i“ /me(4j) does not improve the sensitivity in D1-D4 and O1-O3. This can be seen in
Figures 7.8.

* Aplanarity is not necessary for D5 and O4-05. This can be seen in Figures 7.9.
* Wyks of the leading four jets:

— The Wys do not make any improvement in D5 due to the low quark fraction in the low
gluino mass signal as shown in Figure 5.1 in Section 5.
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— In D1 and O1, the Wys are also dropped from the input variables because they do
not improve the sensitivity significantly in the gluino mass direction as can be seen in
Figures 7.8(a) and 7.8(e). The reason for the small improvement is that the m.g is enough
to distinguish the signal from the SM background for the highest AM (g, ,\??) signals and

only the signal cross-section determines the upper limit on the sensitivity.

— In contrast, the Wks are added as input variables in OS5 for the one-step decay because
~ 50 GeV improvement in the /\7? mass direction can be seen as shown in Figure 7.9(c).
The improvement is caused by higher quark multiplicity than the direct decay due to

W — gq decay.

From the above, input variables for each BDT training are determined as in Table 7.4.

Table 7.4: The summary of the preselection and input variables used in each BDT training. The j; represents

the i th leading pr jet.

Signal region D1 | D2, D3, D4 D5 01 | 02,03 | 04,05

Preselection PreDHigh PreDLow PreOHigh PreOLow
(Njet 2 4) (Niet 22) | (Njer 2 6) (Njet 2 5)

pr(i1)s pr(2), pr(3), pr(a) O O O O O O

G oI, G2l 73l InGa)l O O O O O O

Mefy O O O O O O

ESS [\[Hy or EF™ [meg(4)) - - Epis/VHT | - - | EMS mep(4))

Aplanarity O O - O O -

Wik (1) Wak G2), Wik (3), Wak Ga) | - O - - O O

Number of variables 10 14 10 10 14 14

7.4.3 BDT score distribution in the signal region

The distributions of the BDT scores are shown in Figures 7.10 and 7.11. The SM background is
the MC simulation normalized by the cross-section. A BDT score of a signal in each the target mass
range is superimposed on each figure. The signal and background can be separated by the BDT score
successfully. However, as a tendency of the discriminating power of the BDT scores, a BDT aiming
for smaller AM (g, )2?) has smaller separation power because the smaller AM signal has softer jets
and it is more difficult to separate the signal and background. For example, in Figures 7.10(e) and
7.11(e) for D5 and OS5, the signals spread to the low BDT score.
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Figure 7.5: Signal mass points used for each of the ten BDT trainings shown in the two-dimensional mass plan
of the gluino mass and the )2? mass. Five BDT trainings (D1-D5) are aiming for the direct decay and the
other five trainings (O1-05) are for the one-step decay. The same colored points are used for the same BDT
training in each signal decay. The blue line shows the observed exclusion limit in the previous study [57] at
95% confidence level.
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given by Eq. 7.2. A point corresponds one SR of the 23 SRs.
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Figure 7.7: 30 sensitivity contours of BDT SRs with different sets of input variables for D3 in the gluino direct
decay signal. A black line shows the contour using input variables listed in Table 7.4 (The final set of input
variables). Red, blue, green, purple, and cyan lines show the contours removing Wy of the four jets, meg,
aplanarity, prs, and |n|s of the four jets from the black line, respectively. There is some deterioration around
the target mass region (m(g) ~ 1.7 TeV and m( /\710) ~ 0.9 TeV) in any BDT SRs with reduced input variables

from the black line. The x-axis is gluino mass and the y-axis is LSP mass, i.e. )2? mass.
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Figure 7.8: 30 sensitivity contours of BDT SRs with different sets of input variables for (a) D1, (b) D2, (c)
D3, (d) D4, (e) Ol, (f) O2, and (g) O3 target signals. Black lines show the contours using input variables listed
in Table 7.4 except Wys of the leading four jets. Red lines show the contours using Wys in addition. Green
lines show the contours using all the variables listed in Section 7.2. Blue lines show the contours using all the
variables except E;niss /meg(4)). The difference between the green and blue lines are very small. The x-axis is

gluino mass and the y-axis is LSP mass, i.e. )2? mass.
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Figure 7.9: 30 sensitivity contours of BDT SRs with different sets of input variables for (a) D5, (b) O4, and
(c) OS5 target signals. Black lines show the contours using input variables listed in Table 7.4 except Wiys of the
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mass, i.c. {V mass.
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Figure 7.10: Distributions of BDT scores for (a)D1, (b)D2, (c)D3, (d)D4, and (e)D5 in the 36.1fb~'data, the
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by the cross-section. The multi-jet process is removed here because its number of events is small but some
statistical high fluctuation exists, which should be ignored.
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Figure 7.11: Distributions of BDT scores for (a)O1, ()02, (c)0O3, (d)O4, and (e)O5 in the 36.1fb~ ! data, the SM
background MC, and signal MC that is one of each target mass points. The selections for O1-03 and 04-05
are the preselection PreOHigh and PreOLow, respectively. The background and signal MCs are normalized
by the cross-section. The multi-jet process is removed here because its number of events is small but some

statistical high fluctuation exists, which should be ignored.
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7.4 Boosted Decision Tree

7.4.4 Correlation between two input variables

The BDT analysis uses the correlation between input variables. Thus, if the input MC has large
mis-modeling in the correlation, the behavior of the BDT score should have mis-modeling as well.
The correlations between two of the input variables are checked here by the comparison between the
data and MC in the y control region (CRY) defined in Section 8.2, which is used to estimate the
main background process Z(— vv)+jets. Table 7.5 shows the comparison in five input variables after
PreDHigh preselection. There is no significant difference between the data and MC, and also it was
checked that PreDLow, PreOHigh, and PreOLow have no significant difference in the correlations as
shown in Appendix B.2.
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Table 7.5: This table shows profiles between two variables of five input variables in CRY at the preselection
PreDHigh. The y-axis in each figure is mean of one variable in each x bin of the other variable. Each top title
indicates a variable of the x-axis of figures in each column. Each left title indicates a variable of the y-axis of
figures in each row. Black point shows 36.1fb~!data and the red line shows the total SM background, which is
normalized by cross-section.
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Figure 7.12: BDT-cut scans for optimization of the BDT score cuts in the five SRs for (a) the gluino direct
and (b) one-step decay signals, respectively. The x-axis is lower-cut value on the BDT score and the y-axis is
expected CLs of each BDT SR with the given cut. The signal mass used the CLs calculation is one of target
signal masses for each BDT.

Ten SRs are defined by a cut on each BDT score, the preselection, and additional cuts on
Ad)(jetl,z’@), E%‘iss)mm, Ag(jet,. 5, E%mss)mm, and Nje. Each of SR has a BDT score dedicated to
the specific signal mass range. All sets of the selection for the direct decay and one-step decay are
summarized in Tables 7.7 and 7.7, respectively.

The |n| cut reflects the valid n range of the Wik calibration (Section 6). The Agb(jetl’zﬁ), E}niss)mm,

Ad(jet;. 3, E){aniss)min’ Njer and BDT score cuts are optimized to maximize the expected exclusion
sensitivity (CLg, Section 9.2.2) calculated by the exact same background estimation, statistical
treatment, and systematic uncertainties described in Sections 8-9. BDT-cut scans in ten SRs are
shown in Figures 7.12. Some BDT cuts are loosened from the optimal cut value to increase statistics
in control regions, which are defined by the exact same BDT cut as in the SR and used to estimate
the background as described in Section 8.2. As a tendency for the BDT cut, a BDT aiming for a
smaller AM(g, )2?) signal has a lower BDT cut because it is more difficult to separate the signal and
background and the cut is more loosened to keep more signal events.
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Table 7.6: The summary of the SR definitions for the gluino direct decay. A BDT score for each SR is trained
for the target signal mass shown in Figure 7.5(a).

Signal region )| D2 D3 D4 D5
Preselection PreDHigh PreDLow
mG1-a)l - <21 -
Ad(iet; 5 (3 EF)min >0.4 >0.6 >0.6 >0.4 >0.2
Adet; 3 EM)nin >0.2 >0.4 >0.4 >0.2 >0.1
BDT score >0.90 >0.80 >0.80 >0.60 >0.75
Training signal mass AM(g, )210) ~15TeV ~1TeV ~500GeV ~300GeV | ~ 150 GeV

Table 7.7: The summary of the SR definitions for the gluino one-step decay.

trained for the target signal mass shown as in Figure 7.5(b).

A BDT score for each SR is

Signal region 0Ol 02 03 04 05
Preselection PreOHigh PreOLow
mGi-4)l - <2.1 <2.1
Ad(jet 5 (3 EX)imin >0.4 >0.4
Adet; 30 EF)min >0.2 >0.2

Number of jets (Nje) - - - >6 -
BDT score >0.80 >0.70 >0.50 >0.00 >-0.15
Training signal mass AM(g, )2?) ~13TeV ~900GeV ~500GeV | ~200GeV ~ 80 GeV
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8 Background estimation

8.1 SM background process

The main background for this analysis is Z+jets, W+jets, and top-quark production composed from
top and anti-top quark production (¢7) and single top quark production after the preselection as can
be seen in Table 7.3. Multi-jet process is sub-dominant after the preselection but it will be killed by
the BDT score cut in the SRs. Diboson production process is not dominant but also considered in
the analysis.

8.1.1 Vector boson + jets background (Z, W, or y+jets)

Figures 8.1 show Feynman diagrams of the main process of vector boson + one jet productions.
Background process in the SR has at least one more jet than these diagrams due to the requirement
of the number of jets. The additional jet is often produced as a gluon-jet since a gluon can
radiate from quark lines of the Feynman diagrams as an initial state radiation ("ISR") or final
state radiation ("FSR").

9 O000000———— ¢ g ¢
(@) (b)

Figure 8.1: Main process of one vector boson (V = Z, W, or ) plus one parton (quark g or gluon g) production
at tree-level.

Z decay The decay process of a Z boson is shown in Figure 8.2. The decay branching ratio is
approximately 20 % to neutrinos, 10 % to leptons, and 70 % to hadrons. If the Z is boosted (has
high pt), Z — vv process can make large E%“iss. Hence, Z — vv process is one of the dominant
processes in the SM background after the selection of this analysis.
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(a) (b) (©)

Figure 8.2: Z boson decay process. [ stands for e, u, or 7.

W decay The decay process of W boson is shown in Figure 8.3. The decay branching ratio is
approximately 11 % to a lepton plus a neutrino for each lepton flavor and 67 % to hadrons. The
neutrino in the W — [v process makes E}niss. Thus, the W — [v process is a possible remaining
background process after the selection. However, because this analysis requires also no reconstructed
lepton (only e or u), the lepton in this decay is restricted to hadronic decaying 7, or an undetected or
not-reconstructed lepton due to out-of-acceptance or inefficiency of the particle reconstruction. 7 has
two decay modes of leptonic decay and hadronic decay. In the leptonic decay, T decays to a lepton
and two neutrinos via a W boson, whose branching ratio is ~ 35%. In the hadronic decay, it decays
to one or three charged pions and neutral particles or neutrinos, which is detected as a jet with one or
three tracks in the inner detector (ID). The branching ratio of hadronic decay is ~ 65%.

W+ W+
\
N\ vV q
(@) (b)

Figure 8.3: W boson decay process. [ stands for e, y, or 7.

v+jets y+jets process is not the remaining process after the selection. However, because its
production process is similar to that of Z+jets in apart from the difference between y and Z, it is used
to estimate the yield of Z+jets events in this analysis. The y can be directly identified by using the
ID and electromagnetic calorimeter information (Appendix A.2.2).

8.1.2 Top background

In the top quark production, the dominant process is top and anti-top pair production (¢f). The
sub-dominant production is single top production. The ¢f production is produced by the process from
two partons in collided protons to two partons. The single top production is produced by the Feynman
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8.1 SM background process

diagrams shown in Figure 8.4. The top quark decays to W + b-quark, which possibly makes E%mss in
case that the W decays to [ + v. In the 7 decay, only the decay process with leptonic decaying W's
such as shown in Figure 8.5 is possible to remain after the E%“iss requirement. As a feature of the
tt decay, the number of jets in the ¢7 process is large since the final state has two b-quarks and two
quarks coming from a hadronic decaying W.

q t
b ! W

wt
q q q b

(@ (b)

b w-

b —— VN T b

7
¢ 0000000 ———— 9 t

(© (d)

Figure 8.4: Main process of single top-quark production at tree-level. (a)(b) One top-quark + another flavor
quark production. (c)(d) One top-quark associated with a W boson production.

Figure 8.5: Decay process of top (¢) and anti-top (f) pair production with one lepton in the final state. In one
hand of ¢7, W boson decays to a lepton plus a neutrino. In the other hand of #7, W decays hadronically.

8.1.3 Multi-jet background

The main process of dijet production, which has two jets in the final states and is the simplest case
of the multi-jet process, is shown in Figure 8.6. In the process from two partons to two partons, the
dominant process is gg — gg and the sub-dominant is gg — gg, because the probability of initial

103



8 Background estimation

gluons is larger than that of initial quarks due to the PDF and a gluon-gluon-gluon coupling is larger
than a gluon-quark-quark coupling by the difference of the color factors. The color factor of gluons
and quarks is C4 = 3, Cr = 4/3, respectively. Since multi-jet process have no neutrino, there is
no E‘Tniss-origin in the physics process. However, E‘TniSS can be caused by the detector resolution or
miss-measurement of the jet momenta. The illustration of E7"* coming from miss-measurement of
a jet pr is shown in Figure 8.7. The direction of this "fake" ET" is close to that of the jet in ¢. This

feature is used in the Ag¢(jet, E%mss)cuts of the preselection to reduce multi-jet background.

’ 7 o0 ————
(b) ©

Figure 8.6: Main process of dijet production at tree-level of (a) gg — gg, (b)(c) gg¢ — ¢qg (q: quark, g: gluon).

miss
q.9 q,9

Figure 8.7: A schematic view of multi-jet process with missing transverse momentum (E;“SS) in the transverse
plane. The E7"* (red break arrow) is caused by the detector resolution or miss-measurement of a jet momentum.
The direction of this "fake" ET"* is close to that of the jet in the transverse plane.

8.1.4 Diboson background

The diboson production means the process having two bosons of W, Z, and v, i.e. production of
WW,ZZ,yy,WZ,Wry,or Zy. Due to the large E‘TniSS requirement of this analysis, only the production
process with a leptonic decaying W or Z decaying to neutrinos remains after the selection.

8.2 Background estimation method

In order to estimate the numbers of events of the four processes in the SR, four dedicated Control
Regions ("CR") are prepared: CRY (for Z(— vv)), CRW (for W+jets), CRT(for ¢f and single top),
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8.2 Background estimation method

Table 8.1: A summary of main selection and target background process in each Control Region.

Region SR CRY CRW CRT CRQ
Target process Signal Z(— vv) +jets | W(— lv) +jets | tf & single top Multi-jet
Main selection 0 lepto?n iy I photon 1 lepton & 1 lepton & . Lowﬁ

+ large E4™ b-veto At least 1 b-jet | Ag(et; 5 (3, Ef )min

and CRQ (for multi-jet). Each CR is designed to enhance the contribution of the background process
of interest, which is defined to be orthogonal to the SR. The main selection in each CR is listed in
Table 8.1. The CRY requires one photon. In the CRY, the vy is taken into account as vv, i.e. E‘Tniss.
Due to the similar topology between Z+jets and y+jets, the kinematic phase space of y+jets is similar
to that of Z(— vv) +jets if the y+jets if the vy is treated as E‘Tniss. The CRW and CRT are required
to have exact one lepton (one electron or one muon). The background process estimated by the CRT
includes the single top process since its contribution is much smaller than 77 and the influence of
this treatment on the background estimation is also small. Hereafter, ¢ and single top processes are
collectively referred to as "top process". To enrich the top process, b-jet, which can be produced in
the decay of the top-quark, is required in the CRT. In contrast, it is required in the CRW that b-jet
does not exist in order to suppress the top process. The Ag(jet, 5 3 E}ni“)min and E}ni“ [meg(4§)
cuts, which are effective to suppress the multi-jet process, are inverted at CRQ to enrich the multi-jet
process. They are not utilized for the inputs of the BDT analysis in order to be used in the definition
of the CRQ.

The event yield in the SR is predicted from the number of observed data in the CR and the
acceptance difference between the SR and CR calculated from the MC; that is, the predicted number

d. o
of events Ngj in the SR of a background process x is given as
Nx,MC
x,pred _ 57x,data SR
Neg — =Nerxe X —invic (8.1)
N,
CRx

where CRx is a CR dedicated to the background process x, Néigfta is the number of observed data
events in the CRx, and N§’MC is the number of the MC events for the background process x in a

region Y. In another point of view, Néﬁijm / NékMxC is behaved as a normalization factor ("u(x)") on
each MC in the SR for the background x.

In general, the kinematic phase space of the CR is set to be close to that of the SR under the
assumption that the discrepancy between the data and MC is similar between the SR and CR.
Especially, the range of meg in the SR and CR is kept to be similar by requiring the same BDT
cut in the CR as in the SR because the meg distribution has mis-modeling, which is caused by the
mis-modeling in the jet activity predicted by the QCD. The comparison of the kinematic phase space
between the SR and CR is shown in Section 8.2.5. The validation of this method is performed
by preparing Validation Regions ("VR"). The VR is also dominated by a specific background
process, but the selection is different from that of the CR. By comparison between the observed data
and the background prediction corrected by the CRs, the validation for the background process is
established. In the VR, the prediction is obtained by multiplying Ngﬁ;ta / Néixc to the pure! MC

' The pure MC prediction means the MC is normalized by cross-section.
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prediction N{;ﬁfcc. In addition to this validation, various kinds of uncertainties on the acceptance
difference (NgﬁMC N&l\ic) obtained from the MCs are taken into account, which will be described in

Section 9.3.

The details of the CRs and VRs definitions are listed in Tables 8.2 and 8.3. The estimation and
validation of each background process are described in the following sections.

8.2.1 Z(— vv) +jets

Z can be tagged with two opposite charged leptons. However, the statistic of the Z — [l process
is too small to estimate the number of Z+jets events in the SR. Thus, the Z+jets is estimated from the
y+jets process in the CRY, which has more statistic. Here, the mass difference between Z and y can
be ignored because the event kinematics in the SR and CRY is much harder than the Z mass.

The CRY events are selected by one photon requirement. The p of the vy is required to be larger
than 150 GeV because the CRY uses a single photon trigger whose efficiency reaches 100% around
p% ~ 140 GeV [61]. In the CRY, to obtain the similar kinematic phase space of Z(— vv) in the SR,
the y is treated as EJ"; that is, the momentum vector in the transverse plane of the y is added to
the EJ™S as E%“SS = E%ﬁss + pr. The EM™ > 300 GeV cut at the preselection is applied on the
E‘TniSS " instead of the original E‘Tniss. Thus, this region has only small real E;niss if p% is large, which

Table 8.2: Control Region (CR) definitions for each background process.

Control Region
Cut

CRY [ CRW [ CRT [ CRQ
Trigger Single photon trigger OR of single lepton triggers As for SR cut (E.‘lfliss trigger)
> 1 signal photon Exactly 1 electron or muon
As for SR cut
Particles with pt > 150 GeV with pr(e) > 27 GeV
No e/u or pr(u) > 27 GeV (No e/u)

b-jet

e - No b-jet > 1b-jet -
(with p1 > 50 GeV and |17] < 2.5)
mr cut for W mass window - 30 GeV < mr(¢, ETr,"iSS) < 100 GeV -
QCD cut - EMISS > 200 GeV -
Particle treatment Treat a photon as invisible Treat a lepton as invisible -

S iss = = miss  =lept
Use below: E’}nlss ’ |E"IPM + p¥| E_l;ms ’_ |E.'IPM + p;P 0"‘ _
BDT score As for SR cut
; LMissy ; Fmiss)
A‘/’(1C11,2,(3); ET Jmin No cut As for SR cut A‘/’(J“l,z,(})v EI .‘)‘mm < Xor
Ad(jet; >3, EF"™ )min X : Ap(ety 2,3)> ET"**)min cutin SR
) 0.14 < EMSS /meg(4f) < 0.20
Efrmss/meff(élj) As for SR cut T / eff (4)
if the SR has Ef"* /meg(4]) > 0.20

miss
ET
meg(incl.)
r1Ui1,2,3,4)
Number of jets As for SR cut
Meff
EPS VT
17(j1,2,3,4)]

106



8.2 Background estimation method

Table 8.3: Validation Region (VR) definitions for VRY/Z/W/T. The definitions of the VRQs is shown in
Figure 8.13.

Validation Region

Cut for Z+jets for W+jets & Top
VRYdPhi VRZ VRZdPhi VRW/TJ VRW/TJdPhi

Trigger Single photon trigger OR of single lepton triggers

Exact 2 opposite charged
electrons or muons:
Particles As for CRY cut As for CRW/T cut
pr(e) > 27,7 GeV or

pr(p) > 27,7 GeV

b-jet
with pt > 50 GeV - No b-jet for VRWXs / > 1b-jet for VRTXs
and || < 2.5

mep, mt cut - miss
66 GeV < mpp < 116 GeV 30 GeV < mr(¢, Er ) < 100 GeV for VRWXs
for Z, W mass window

Particle treatment Treat a photon as invisible Treat leptons as invisible Treat a lepton as a jet
Use below: Emi“ ' = E,F'iss ' = ‘E{“niss +pr(D)] A lepton with pp > 50 GeV as a jet
|Eml\\ + |

BDT As for SR cut
A (jet E'"i“ R No cut
¢ L2, (2) Imin As for SR cut As SR cut No cut As SR cut
Ap(jet; >3, E "% ) min (As CR cut)

miss
ET

meggr(incl.)

r1Ui1,2,3,4)
Number of jets As for SR cut
E%niSS/ /;HT
EI g (4])
7(1,2,3,4)

makes this region orthogonal to the SR. The variables® using E%ﬁss are recalculated by the E%ﬁss !
instead of the original E}"iss. In order to increase the statistic of the CRY, the A¢(jet1’2’(3), E}“iss)mm
and Ag(jet;. 5, E%niss)min cuts, which are applied in the SR, are not required here. These variables are

checked at the preselection. The distribution of the A¢(jet; 5 (3), E%‘iss)mm is shown in Figures 8.8.
The shapes of them are well modeled by the MC.

The y+jets MC is generated by the LO generator but the Z+jets MC is generated at the NNLO
level. This difference affects the cross-section of the MCs significantly. Thus, in this analysis, the
cross-section of the y+jets is corrected by a factor, called as a "k-factor ", obtained from a loose
CRY ("CRYL") and a loose Z — [l region ("CRZL"). The k-factor is defined as

7+ jets,data +jets MC

Nerye  /NeryL
NZLdata )\ ZILMC (8.2)
Nerz /Newrze
data Other bkg y+jets, MC
_ (Werve ~ Nerye )/Newye 8.3)
(Ndata Other bkg)/Nle ,MC ’ :
crzL ~ Nerzr CRZL
data/MC | : ,
where NZI% 4a/MC i the number of y+jets events in the CRYL of the data/MC and NZLAaaIME
2 Meff, Emlss/ VHT, Emlss/meﬂ(4J) Ag(jety o, @3) Emlss)mlna and A¢Qetz>?’ 55) i
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Figure 8.8: Distributions of A¢(ji2,(3), E%‘iss)mm in CRYs of (a) PreDHigh, (b) PreDLow, (c) PreOHigh, and
(d) PreOLow. Black point shows 36.1fb~"data and filled histograms show the SM background events, which
are normalized by cross-section except the y +jets process. The normalization of the y +jets is multiplied by
k-factor in addition. The red arrow shows the preselection but it is not used in CRY.

the number of Z — [/ events in the CRZL of the data/MC. The CRZL is defined to enrich Z decaying
to two opposite charged leptons by requiring the Z mass range of the invariant mass calculated from
the two leptons. The E%niss and meg cuts for the CRZL are loosened to recover the statistic of the
Z — 1l events and the BDT cut is not required. On the other variables, SR-like cuts are applied. The
cuts for the CRYL are also loosened as in CRZL. The «-factor is calculated for each jet multiplicity
of Njet > 2,4, 5, and 6 corresponding to the requirements in the ten SRs. The definition of the CRYL

and CRZL are summarized in Table 8.4.
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Table 8.4: CRYL and CRZL definitions. They are used to compute the k-factor.

Cut Control Region
CRYL CRZL
Trigger Single photon trigger OR of single lepton triggers
> 1 signal photon Exact 2 opposite charged
Particles with pr > 150 GeV electrons or muons:
No e/u pr(e) > 27,7 GeV or
pr(u) > 27,7 GeV
mege cut - 66 GeV < mye < 116 GeV
Particle treatment Treat photon as invisible | Treat leptons as invisible
Use below: E%“iss = |E¥“SS + ﬁ%| E%“iss = |J§¥“isS + pr(l)|
BDT score -
E%niss >250
Ad(iety 5 3 EM)imin, >0.4
meg(incl.) >1200
pr(j1) >200
Number of jets >2,45,6
E%‘iss/ VHr >14

The «-factor is applied in Eq. 8.1 to correct the Z(— vv) estimation as

NZVV,MC
NZvv,pred — y+jets,data SR (8 4)
SR CRY N HetsMC ) ’
CRY XK

In Eq. 8.3, to retrieve the number of y+jets or Z — [[ events in the data, the simultaneous fit

including CRT, CRW, and CRQ is performed to estimate the other SM background (Ngg;fi}’gﬁn) ,in

which the kinematic cuts of E%niss, A¢(jet1’2,(3), E%‘iss)min, Meff, jet pr, Njer, and E%niss /VHr in the CRs
are the same as in the CRYL and CRZL. The fit procedure is the same as in the "background-only
fit" described in Section 9. The obtained «-factor for each jet multiplicity is listed in Table 8.5.

The CRYL and CRZL are much lower m.g range than the CRY. However, the «-factor obtained
in the CRYL and CRZL is also valid in the high m.g range after the BDT cut as CRY since there
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Table 8.5: The k-factors for each jet multiplicity obtained from the CRYL and CRZL in the background-only
fit including CRT, CRW, and CRQ.

Jet multiplicity k-factor

Njer 2 2 1.560 + 0.035
Njer 2 4 1.668 + 0.068
Njet 2 5 1.680 +£0.116
Njet 2 6 2.257 +0.261

is no significant dependence on the meq above statistical fluctuation as shown in Figure 8.9 3. The
validation of the «-factor after the BDT cut is also performed in the VRs.

The VR for the estimation of the Z(— vv) process is prepared in the two lepton region (VRZ).
It has a similar selection to that of CRZL, but the kinematic requirements and BDT cut are the
same as in the SR. Thus, it can be confirmed that this estimation using x-factor is valid also in the
harder kinematic phase space. There are three VRs for the CRY and CRZ. The VRZ and VRZdPhi
(VRZdPhi has A¢ cuts* as in the SR) are Z — 11 region to see the estimated Z events. The VRYdPhi
is a one-photon region with the A¢ cuts as in the SR. It is prepared to confirm that the loosened A¢
cuts in the CRY does not affect the estimation.

3 A bit discrepancy around 3000 GeV in Njet > 2 does not affect the estimation in the SR with Njet > 2 (SRDS) because
the meg range in the SR is much lower than it.
4 The A¢ cuts mean the Ag(ety 2 3y Efr“iss)min and Ag¢(jet;~ 3, E{Piss)mm cuts.
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8.2.2 W(— Iv) +jets/ tf (and single top)

There are two categories of no lepton (including tau here) events in W+jets and top (¢7 and single
top) events in the SR. The one is the missing electron or muon due to the out-of-acceptance or the
inefficiency in its identification. The out-of-acceptance is mainly occurred by the low lepton pr less
than 7 GeV (lepton pt threshold). The other is the hadronic decaying tau. This tau is reconstructed
as a jet if its pr is larger than 50 GeV. The fraction of the missing electron or muon is approximately
40% and the hadronic tau is 60% at the preselection (Tables 8.6—8.9).

The CRW and CRT have a requirement of one lepton. There are two ways to treat the lepton in
order to obtain similar kinematics to that in the SR. The one is to treat the lepton as an invisible
particle like a missing lepton, and the other is to treat it as a jet like a hadronic tau. In the CRW/T,
the lepton is treated as an invisible particle, in which the momentum vector in the transverse plane
of the lepton is added to the original E%“iss as E%“i“ = |]E_f¥‘iss + ﬁlfp ‘" In contrast, in the VRs, the
lepton is treated as a jet and its four-momentum is taken into account in the computations of all of
the kinematic variables as a jet.

Table 8.6: Fraction of leptons in W+jets and ##  Table 8.7: Fraction of leptons in W+jets and ¢7

events at the preselection PreDHigh. events at the preselection PreDLow.
Process Fraction (%) Process Fraction (%)
W with 1 lepton 20.4 W with 1 lepton 234
tt with 1 lepton 14.3 tt with 1 lepton 15.3
No lepton 0.0 No lepton 0.0
2 leptons 1.7 2 leptons 1.9
Hadronic tau 63.6 Hadronic tau 59.5
Table 8.8: Fraction of leptons in W+jets and 17  Table 8.9: Fraction of leptons in W+jets and ¢7
events at the preselection PreOHigh. events at the preselection PreOLow.
Process Fraction (%) Process Fraction (%)
W with 1 lepton 13.6 W with 1 lepton 12.5
tt with 1 lepton 19.1 tt with 1 lepton 21.6
No lepton 0.0 No lepton 0.0
2 leptons 1.7 2 leptons 1.9
Hadronic tau 65.6 Hadronic tau 64.2

The CRs and VRs for the W+jets and top process are defined to enrich the W boson. In the top
process, a W produced in the decay of the top quark is tagged. In addition to one lepton (electron or
muon) requirement, there is also mr cut to enrich the W. The m is defined as

mr = \2pLERS(1 ~ cos[AG(FL, E]), 8.5)

where p,‘; is a lepton pr and A¢(pL, E}"iss) is the ¢-distance between the lepton and the E;"iss. The
distribution of this variable has an endpoint in the mass of the parent particle, which is assumed to
be the W in this case. Thus, the mt cut below the W mass can enrich the W boson. Its distribution in
the CRW at the preselection PreOLow is shown in Figure 8.10. A discrepancy in the height between
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the data and MC can be seen, but it will be corrected by the normalization factor in Eq. 8.1 in the
background estimation.

> = T
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Figure 8.10: Distribution of my in CRW at PreOLow in the data and total SM background MC. The MC is
normalized by cross-section.

For the VRs, two selections with and without A¢(jet, 5 (3, I::%‘iss)min and A¢(jet;. 5, l::.‘r“iss)min cut as
in the SR are prepared. The VR for W/Top with the A¢ cuts as for SRs is referred to as VRW/TJdPhi.
The VR for W/Top without the A¢ cuts is referred to as VRW/TJ, which is to validate the estimation
with more statistic.

In the CRW and the CRT, large mis-modeling in Nje and meg distributions are seen as shown
in Figures 8.11 and 8.12. Due to the mis-modeling in the shapes, the normalization obtained by
cross-section is less than the observed data in the CRW/Ts and VRW/Ts. To avoid the mis-modeling,
the CRs (and also VRs) have the same cuts on Nje, meft, and BDT score as for SRs.
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Figure 8.11: Distributions of Njes and meg(inc) in CRW of PreDLow. Black points show the 36.1fb~!data
and filled histograms show the SM background events, which is normalized by cross-section.
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Figure 8.12: Distributions of Njes and meg(inc) in CRT of PreDLow. Black points show the 36. 1fb~!data and
filled histograms show the SM background events, which is normalized by cross-section.

8.2.3 Multi-jet

The multi-jet process is significantly removed by the E}“iss, E%niss/\/H_T or E%niss/meff(4j),
A¢3(jet]’2’(3), E}“i”)min, and BDT cuts. In this analysis, the SRD1-4 and SRO1-2 have
Ag(jet, 5 3), E%‘iss)min cut of 0.4 or 0.6 and EI"™/meg(4j) cut of 0.2 (required at the preselection).
The inverted cuts of them are used to enrich the multi-jet events. The CR for the multi-jet is
defined by the inverted Ag(jet; 5 (3, If%‘iss)min cut and the intermediate EI"™/meg(4j) cut. The VRs
for multi-jet ("VRQdPhi" and "VRQm") have only one of the two cuts as described in Figure 8.13.

e o )
= 3 EF/mes(4))

(NO Ad(iet;s s, EF™)min CUL)

S
rd

| Ad(jety o 3), ER™) i
0.40r0.6

Figure 8.13: A schematic diagram of the definitions of the CRQ and VRQs. The CRQ have the inverted

- .

Ag(jety 5,3y Ex*)min cut (0.4 or 0.6) and 0.14 < E%‘iss /meg(4j) < 0.20 cut. The VRQAPhi has the same
Ag(jet; 5 3y, E}mss)mm cut as for the SR. The VRQm has the same E[™*/mcq(4j) cut as for the SR. If the
inverted Ag(jet; 5 (3, E}“i“)mm cut is applied, the Ad(jet;. 5, E}“i“)mm cut is not applied.

For the other SRs of SRDS and SRO3-5, the CRQ is not prepared because the multi-jet process
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is negligible in the SR predicted by the MC as shown in Figure 8.14, and the CRQ has also only
small multi-jet events as shown in Figure 8.15. Although the CRQ is not prepared for these SRs, the
multi-jet MC normalized by cross-section is included in the estimation.

A difference in the kinematic phase space between the CRQ and SR can be seen in Section 8.2.5.
This is caused by the different A¢(jet1’2,(3), E%m“)mm and E}niss /meg(4j) cuts. The difference does
not influence the background estimation of the multi-jet process because its contribution to the SR is
very small. However, to be conservative, a flat 100% systematic uncertainty is added on the multi-jet
event yield as described in Section 9.3.3.

8.2.4 Diboson

The diboson process has only small contribution to the SR and the enriched region is unable to be
prepared. In this analysis, the diboson events in the SR are estimated by the MCs normalized by the
cross-section. In order to cover possible variations, a flat systematic uncertainty of 30% is added to
the diboson MCs as described in Section 9.3.3.
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by cross-section. A large bin of the multi-jet consists of only one event with an extreme high event weight
reflecting the skimming weight in the MC event generation. This is unphysical value to be ignored here. The

= ® Data 2015 and 2016
%444 SM Total
[ w+ets
[ ] tt(+Ew) & single top
[ z+ets
[ piboson
Il Multijet

- = gg direct,

m(g, X)=(925, 875)

3
10 (s=13 TeV, 36.1 fo™

SRD5

10?

o=t 11111l

10

==L T T TTTTIT
T o I
=y ._._._.—0—7‘.

=i -

T T4

°:‘:, mﬁI '/||t | %I%%WW%

|
% 0z 04 06 08 1 12 14 16 18
min(A(p(E’T"‘ss,jet

= polunedhilng

)

123

(a) SRDS

L BN L I B IR
10 ® Data 2015 and 2016
444 SM Total
[ wH+ets
[ ] ti(+EW) & single top
[ z+ets
[ Diboson
> Il Vultijet
10 gg onestep,
m(@, X3, X)=(945,785,625)

(s=13 TeV, 36.1 fb*

10° SRO4

”E“" m«w 'rf++++++ﬁm*4ﬁ%ﬂ‘

0.4 06 1
mln(A(p(Er‘SSJet ))

(c) SRO4

red arrow shows the cut of this variable.

116

Events / 0.03

Data / MC

Events / 0.03

Data/ MC

e Data 2015 and 2016
4444 SM Total
[ WH+jets
[ ti(+EW) & single top
[ Z+ets
[ Diboson

2 [ | Multuet

10 gg oneste|
m@, X3
99 oneste

m@ .

3 B
10°E  ys#43Tev, 36.1 b

%)
)
@

) (1545,1265,985,

@ Tl 1111

) (1425,1025,625)

Mﬁ% »aaw

m|n(A(|J(Em'ss ]et
(b) SRO3

® Data 2015 and 2016

" 5 1 444 SM Total
10 Vs=13 TeV, 36.1 fb ] Weiets

SRO5 [ ] ti(+EW) & single top
3 [ z+ets
10 [ Diboson
Hl Muttijet
gg onestep,
m(@, X, kp):(szs 785,745)

’fﬂ*"?’# ,,,,,

owwl ol 1

0.4 06 08 14 1.6 18 2
mln(Acp(ET'SS,jet1 ,)

(d) SROS



8.2 Background estimation method

e Data 2015 and 2016
444 SM Total
s=13 TeV, 36.1 fb™* = mtgte;
CRQ for SRO3 [ tH(+EW) & single top
[ Z+jets
[ Diboson
gg onestep,
m(@. X}, X)=(1545,1265,98
gg onestep,
m(@, X} X)=(1425,1025,625

PP ol

N - N
SHUHNT
Hm |

-08 06 -04 -02 06 08

BDTscore

(b) CRQ for SRO3

® Data 2015 and 2016

[ piboson

gg onestep,

444 SM Total E

_ 1
(s=13 TeV, 36.1 fb B Mutiet 3
CRQ for SRO5 I Weets E
[ ] ((+EW) & single top q
[ z+jets -

—
\\

P ® ey . 74 7
%,%w#%}f#{é‘{"%’(’t%’*%’*ﬁff;: [

T A A AR ARARARE= 10
S E ’;;‘ I;ata 201Is and 2016 3 S 10
~ r % SM Total b ~ E
9 10°c Vs=13TeV, 361107 g wuer = @ E
S F  CRQ for SRD5 I Weiets ] S 100k
Lﬁ 10% e [ ] tt(+EW) & single top = Lﬁ %
[ z+ets E F
108 -NDibo.son ,;
=== gg direct, 3
10° =
8) 2F ; @) 2E
= 15F S 3 = 15F
- E . o 7 2/ a LN E| = E
% 1?.,2'/%‘%/4342;%- LA % 07
05E ° = 055
o E \E [a) E
%1 08 06 04 02 0 02 04 06 08 1 %1
BDTscore
(a) CRQ for SRD5
0 B B o B e A ARma RN 0 —
g 10 E e Data 2015 and 2016 3 8 10° =
- C 4 444 SM Total ] - E
@a 4 Vs=13TeVv,36.1fb B Vet H %) F
2 10°E ultie E c 10
o E CRQ for SRO4 [ w+ets E [ E
Lﬁ C P [ ] tt(+Ew) & single top E Lﬁ £
10% g [ z+jets 3 10° i
[ Diboson 3
) gg onestep, 7
10 m(@, %3, ¥)=(e45,785,625) & 102
10 3 10
o %y 7 T o
S 4y Zgd + 3 S 1sf
= =7 LA T VS 2 7
E %’//// A W= 5
T 054 $-Y- 7% T osEg
[a) o % °¢ 3 [a) of ®
-1 -08 06 -04 02 O 02 04 06 08 1 -1
BDTscore
(¢) CRQ for SRO4

Lol

-08 06 -04 02 0 02 04 06 08
BDTscore

(d) CRQ for SRO5
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8.2.5 Kinematic comparison between SR and CR

This section shows comparisons of the kinematic phase space between the SR and the
CRs (Figures 8.16 shows the SRD2 and the corresponding CRs). The CRQ has different phase
space due to the different A¢(jetl’2’(3), E%niss)mm or E%“iss /meg(4§) cut, but the kinematics in the other
CRs are seen to be very similar to that in the SR. This fact confirms that the MC simulations in the
CRs have similar mis-modeling as in the SR and the normalization factor us obtained in the CRs can
correct the mis-modeling in the SR.
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8.3 BDT score distribution in CR

In this section, distributions of the BDT scores before the BDT cut in the CRs are shown.
Figures 8.17 and 8.18 show the distributions in SRD2 and SRO2, respectively. The discrepancy
between the data and MC in each CR after the BDT cut is taken into account as a normalization factor
in Eq. 8.1. The MC in the CRW and CRT has a tendency of underestimation, which is caused by
mis-modeling in Nje; and meg as described in Section 8.2.2. However, there is no significant shape
mis-modeling in all the CRs, which ensures that the BDT score cut makes no additional discrepancy
between the data and MC. The other BDT scores in the CRs are shown in Appendix B.3. There is no
significant shape mis-modeling as well.
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Figure 8.17: Distributions of BDT score (D2) in the CRY, CRW, CRT, and CRQ of the preselection PreDHigh.
Black point shows 36.1fb~! data and filled histograms show the SM background MC normalized by cross-section
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9 Statistical treatment

In order to estimate the signal and background yields in the SR, a profile Log Likelihood
Ratio (LLR) approach is used. There are two kinds of fit configurations: "background-only fit"
and "exclusion fit" (Table 9.1). The background-only fit is performed to estimate the SM background
in the SR by extrapolating the fit result in the CR. For the validation of the background-only fit, the
fit result is extrapolated to the VR instead of the SR. In the background-only fit, signal contamination
in the CR is assumed to be negligible. The exclusion fit introduces hypothetical signal yields in the
SR and CRs, which are numbers of the signal events in the SR and CRs obtained from the MC times
a signal strength parameter ug;g. It treats pgi, as a free parameter to be determined in the fit. If there
is no significant excess in the background-only fit, the exclusion fit calculates the upper limit on ;g
at each signal mass point.

9.1 The Likelihood function

The likelihood function is defined as
L(n|p,s,b,0) = Psg X Pcry X Pcrw X Pcrt X Pcrg X Csyst(8°, 0), 9.1)

where
* n is a set of the observed numbers of events in each region;

e p is a set of the normalization factors for each process, i.e. u; = NJdaa ) NiMC for g given
sample j, which is mainly constrained in the dedicated CR;

* s and b are sets of the predicted numbers of the signal and background events in each region,
respectively, normalized to the cross-sections and integrated luminosity;

* 6 is a set of nuisance parameters describing systematic uncertainties, and 6; = +1 corresponds
to a source of systematic uncertainties varied by =10 in the fit, where 1o is the standard
deviation;

Table 9.1: Samples and regions used in each fit procedure of the statistical tests to discover or exclude the
target signal.

Fit procedure | Background-only fit Exclusion fit
Samples used | The SM background The SM background + Signal
Fit regions CRs SR + Corresponding CRs
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9 Statistical treatment

The change of 6; can change s(@) and b(@). In practice, they are continuously interpolated between
the nominal value and its variations because the inputs of the fit are only 10 variations of s(@) and
b(@). The Px is a Poisson term describing the probability to observe ny events when a number of
events Ay is expected in a given region X. It is given as

Px = Pnxlax(p, sx. bx. 0) 92)
W, Z, Top, Multijet
X sx:bx0) = sx(O) - pag+ Y. bxj(0) g+ bxpivoson(®).  (93)

J

"bx piboson” 1S used without a normalization factor since there is no CR dedicated to the di-boson
process. In addition to it, the multi-jet process in the SRDS and SRO3-5 has no normalization factor
as well (only bx muljet). A probability of each systematic uncertainty becoming a specific value 6; is
included using the probability density function Csys (). It is a product of the Gaussian distributions
G for each systematic uncertainties, which is given as

Co(®) = | ] G0 94)

J€Syst

where "Syst" is a set of the systematic uncertainties and the standard deviation of the Gaussian is set
to 1 because 6 = +1 corresponds to =10

9.2 Fit procedure

9.2.1 Background-only fit

For the background-only fit, the Psr term in Eq. 9.1 is removed and the signal strength pg;, is fixed
to zero. The maximum likelihood fit is performed to the number of the observed data in CRs and the
best-fit background normalization factors u are extrapolated to the SR and VRs.

9.2.2 Exclusion fit

In the exclusion fit, first, the maximum likelihood fit is performed to the observed data in the SR
and CRs to determine the best-fit uo, p, and €, hereafter denoted as fiq, fI, and 6, respectively.
Then, a p-value for a hypothetical signal strength yig is obtained. A test statistic g, is defined as:

L(usig é)) 03

qu, = —2log ——
s ¢ (L(/lsig, 0)

where 8 is a set of nuisance parameters to maximize the likelihood function at the tested psie value.
The probability density function (PDF) f (g, |#sig) is obtained by pseudo-experiments. It is known
to be approximated by an asymptotic formula [62], which is used in the exclusion fit. The p-values in
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9.3 Systematic uncertainties

signal plus background and background only hypotheses are calculated by integrating the PDF from
a test statistic g, ., which is obtained from the actual data, to infinite:

[ee)

Ps+b = f(CI,usiglllsig =1) dqﬂsjg 9.6)
Dpobs

Pr = f(QNsigI#Sig = 0) d%zsig- 9.7
Dpobs

To calculate the significance of the observed data in the SR on the given signal, CL [63] is used,
which is defined as

CLy = 22—, 9-8)

The penalty factor of 1/(1 — py,) is introduced to avoid downward fluctuations of the SM background
that would give unexpectedly strong exclusion power. The upper limit on the signal mass is set at the
mass with 95% confidence level on g, = 1, where CL; = 5%. The expected upper limit, in which
the data in the SR is unknown, is obtained from the p-values calculated by integrating the PDF from
the median of the background-only PDF (g, |usig = 0) instead of gy, in Egs. 9.6 and 9.7.

9.3 Systematic uncertainties

For the treatment of the nuisance parameter, there are three ways:

* Fully correlated across the different regions and the different physics processes. (ex. luminosity
uncertainty, uncertainty on the jet energy scale)

* Fully correlated across the different regions but independent per process. (ex. theory
uncertainties on each MC)

* Fully uncorrelated variables with one parameter per a region. (ex. MC statistical uncertainties)

In the background estimation of Eq. 8.1, the acceptance difference between the SR and CR is
corrected by Né\f{c / Nglgc. This correction factor is referred to as a "transfer factor" and the systematic
uncertainties are estimated on this transfer factor. Thus, in the case of a fully correlated systematic

uncertainty between the SR and CR, the systematic variation could be canceled.

All the systematic uncertainties are summarized in Table 9.2. Each of them is described in the
following sections.

9.3.1 General uncertainties

Luminosity 36.1+1.1fb~! (3.2%). This is measured by the vdM scan and the luminosity detector (see
Section 2.2.6).
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Table 9.2: Summary of systematic uncertainties included in the likelihood fit.

Name [ Name in systematic table [ Process [ Nuisance parameter Treatment [ Comment
General
Luminosit; +3.2%
Pileup rew};ighling pileUp All Fully correlated
MC statistic stat Uncorrelated
CR statistic mu_X W/Zly+jets/Top Free parameter
Object modeling
Jet energy scale (JES) JET_GroupedNP_(1-3)
Jet energy resolution (JER) JER
E,F'iss soft term scale MET_SoftTrk_Scale All Fully correlated
E.[m,iss soft term resolution MET_SoftTrk_ResoPerp/Para
b-tagging efficiency (b/c/light) EFF_Y Only in CRW and CRT
Physics process modeling

Scale variation Scale_renom/fact/qsf/ckkw WIZly+jets Correlated per process SHERPA scale variation samples
Generator comparison GeneratorTop 1t Pownec-Box vs aMC@NLO
Radiation radiationTop 1t Correlated per process High vs Low
Parton shower Pythia8/HerwigppTop tr PyTtHIA6 P2011 vs HERWIGH+
Cross-section and acceptance

- for Z+jets (k-factor) Kappa Zly Uncorrelated

- for di-boson FlatDiboson Diboson Uncorrelated +30%

- for multi-jet QCDError Multijets Uncorrelated +100%

- for W +jets FlatW Wtjets Uncorrelated +100% only for SRO4

- for Top FlatTop tf +single top Uncorrelated +100% only for SRD4

W,k calibration (only for SRD2—4 and SRO2-5)

PDF uncertainty
for quark/gluon/b-quark/other

for quark/gluon/b-quark/other
ini-thjet(i =1,2,3,4)
Process dependency

Calibration systematic uncertainties

Wtrk_PDF_Quark/Gluon/Bquark/Other

Witrk_Stat_NonClosure_Trk
_Quark/Gluon/Bquark/Other_i-j

Wtrk_Signal_EventTopology_Quark_12

All

All

Fully correlated

Fully correlated

(Boosted W) Wirk_Signal_EventTopology_Quark_i-j (i = 3, 4) One-step decay signal Uncorrelated
Signal modeling
Acceptance signal Uncorrelated Varying from 30% to 0%

depending on AM (g, i?)

Pileup reweighting As described in Section 2.3.2, pileup reweighting is applied based on the
distributions of the mean number of interactions per bunch crossing <u>. After the reweighting,
the discrepancy in the number of vertices Ny is found!. Since the number of vertices is more
effective to describe the physics in p-p collisions, <u> distribution of data is scaled by 1.09 to
take into account the correlation with Ny distribution. The scale factor of <u> is varied to 1.0
and 1.18 to obtain the systematic uncertainty on the pileup reweighting.

CR statistic The uncertainty on the u; in Eq. 9.22. This uncertainty is caused by the statistical
This kind of uncertainty is
dominant in the all the uncertainties in this search because the tight BDT cut applied in the
CRs as in the SR decreases their statistics.

uncertainty of the number of the observed data in the CRs.

9.3.2 Object modeling uncertainties

Jet energy scale (JES) The uncertainty on the jet energy scale calibration (see Section 3.3.2).

Jet energy resolution (JER) The uncertainty on the jet energy resolution calibration (see

Section 3.3.2).

I The < (> is calculated from the instance measured luminosity, but the Ny is calculated from the observed tracks.
2 This is not a nuisance parameter, but a free parameter.
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9.3 Systematic uncertainties

E‘Tniss soft term scale The uncertainty on the energy scale of the soft term in the E%“SS (see
Section 3.4).

Efr“iss soft term resolution The uncertainty on the energy resolution of the soft term in the E;“iss
(see Section 3.4).

b-tagging efficiency (b/c/light) The uncertainty on the efficiency correction of the b-tagging [64].
This uncertainty is only taken into account in the CRW and CRT because the b-tagging is used
only in them.

There are also uncertainties on the other objects such as electrons, muons, and photons. But they are
ignored because their impacts are very small. All the object modeling uncertainties are treated as
fully correlated uncertainties because they are object-by-object uncertainties and not affected by the
event topology or other objects.

9.3.3 Physics process modeling uncertainties

Scale variation in SHERPA (Z/W/y+jets) The uncertainties of the renormalization scale,
factorization scale, resummation scale, and CKKW matching scale in the SHERPA V+jets
MCs are considered. These uncertainties are estimated by the study in the simulated samples
produced with different scale variations in truth level. The variations are:

* Renormalization ("renom") scale (see Section 4.1): X2 and x1/2 from the nominal.
* Factorization ("fact") scale (see Section 4.1): X2 and x1/2 from the nominal.

* Resummation ("gsf") scale [65]: X2 and x1/2 from the nominal.

e CKKW ("ckkw") scale [66]: 15 GeV and 30 GeV while the nominal is 20 GeV.

Generator comparisons (¢f) A variation of the t# MC generated by aMC @NLO from the nominal
MC generated by PowHEG-BOX is considered to take into account the possible difference on
the matrix element calculation, conservatively.

Radiation (¢f) Variations of the simulated events generated by the different factorization and
renormalization scale (X2 and x1/2) from the nominal sample are considered.

Parton shower () Possible uncertainty of the parton shower modeling is evaluated by comparing
simulated samples using Pytaia6 and HErRwiG++.

Cross-section and acceptance There are uncertainties on the cross-section and acceptance in each
background process that are not correlated between the SR and CR.

» For Z/y+jets (k-factor): The uncertainty on the «-factor calculation described in
Section 8.2.1. It is dominated by the statistical error in the CRZL.

* For diboson: An additional uncertainty conservatively covering the scale and
other-possible variations is introduced since there is no dedicated CR for the diboson
process. (£30%)
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9 Statistical treatment

e For multi-jet: An additional uncertainty as a conservative way to cover possible
mis-modeling of the QCD simulation is considered. (+£100%)

* For W+jets (Only SRO4): Conservatively, an additional uncertainty is considered in
SRO4 to cover the observed difference between the data and background prediction in the
VRWIJdPhi of SRO4; see Section 10.1. (+100%)

* For ¢t +single top (Only SRD4): An additional uncertainty is introduced conservatively
to cover the observed difference in the VRTJdPhi of SRD4; see Section 10.1. (+100%)

9.3.4 W calibration uncertainties (Only in SRD2—4 and SRO2-5)

The systematic uncertainties associated with the Wy calibration (Section 6) are calculated as
variations of the scale factor (SF). The SF is prepared to be applied jet-by-jet depending on the
jet pr and Wyx. In this analysis, because the Wyys of the leading four jets are used, the four SFs
are multiplied by the event weight of each event in the MC. In the W calibration, four sources of
the systematic uncertainty are considered: PDF uncertainty, MC non-closure, data statistical error,
and tracking uncertainties. The MC non-closure, data statistical error, and tracking uncertainties
are merged to one set of up/down SF variations ("W calibration uncertainty") by quadrature sum
of their variations in order to simplify the systematic uncertainties. The PDF uncertainty is taken
into account separately. The up/down variations of the PDF uncertainty are correlated between the
leading four jets conservatively because the PDF uncertainty is a common source for all the four
jets. In contrast, the merged Wy calibration uncertainty coming from the calibration procedure are
considered on each jet.

Both the PDF and calibration uncertainties are considered separately for each parton flavor since
the calibration is done for each flavor (quark, gluon, b-quark or "other"). Hence, there are 4 PDF
uncertainties and 4 x 43 W,y calibration uncertainties in total.

Wik uncertainties on the process dependence

In the Wy calibration, the Wy distributions obtained from data are compared with Z+jets and
multi-jet MC simulations ("calibration samples") in the looser kinematic regions than the SRs as
explained in Section 6. Thus, if there is a difference in the Wy distribution between the calibration
samples and the samples used in the analysis, an additional uncertainty on the difference is necessary.
The difference in the Wy distribution between them is checked in the MC simulations as shown in
Figures 9.1 for gluon jets in the background process and in Figures 9.2 for quark jets in the signal
process. Here, top (7 + single top) and signal simulations use PyTHiA8 parton showering model, and
Z+jets and W+jets simulations use SHERPA parton showering model. The selection of the samples
used in the analysis is the preselection (PreDHigh or PreOHigh) in order to ensure enough MC
statistic. The difference between the calibration samples and the samples used in the analysis is

3 The first factor 4 represents a separation of the uncertainty to each flavor (quark, gluon, b-quark,or "other"), and the
second factor 4 represents an additional separation to each jet of the leading four jets. The number of total systematic
uncertainties for the Wy calibration is sixteen.
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9.3 Systematic uncertainties

smaller than the SF uncertainties obtained in the calibration and it is negligible except the one-step
decay signal. This statement can be valid in the real SR because the calibration samples in the
loose kinematic region and the samples in the preselection have only negligible difference. Thus, the
uncertainty on the process dependence is not taken into account in this analysis for the background
processes and the direct decay signal.
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Figure 9.1: Distributions of Wy for gluon jets in the MC samples used in the quark/gluon calibration (Section 6)
and (a)(b) top and (c)(d) Z+jets/W+jets process. The samples for the calibration are at the loose selection as
in the calibration, and the samples of top and Z+jets/W+jets are at the preselection PreDHigh. The left two
figures are in jet pr range between 100 and 150 GeV. The right two figures are in jet pr range between 400
and 500 GeV. In the bottom panel in each figure, each colored line shows the ratio to the gluon sample for the
calibration and light blue area shows the magnitude of the total uncertainties of the SF obtained in Section 6.
The total number of events in each sample is normalized to 1.

The difference between the calibration samples and one-step decay signal is caused by the W-boson
in the one-step decay. As explained Section 7.3, lepton veto is required so that W decays hadronically
to two quarks. In the high pt regions, the W is boosted and the two quarks are emitted collinearly
and reconstructed as one jet. An angular AR, between the two quarks is approximately [67]

my

Aqu N 2pt w

9.9)
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Figure 9.2: Distributions of Wy for quark jets in the MC samples used in the quark/gluon calibration (Section 6)
and gluino direct and one-step decay signals in (a) jet pr range between 100 and 150 GeV and (b) the range
between 400 and 500 GeV. The samples for the calibration are at the loose selection as in the calibration, and
the samples of the direct decay and one-step decay signals are at the preselection PreDHigh and PreOHigh,
respectively. The signal samples are merged ones with different mass points in each decay. In the bottom panel
in each figure, each colored line shows the ratio to the quark sample for the calibration and light blue area
shows the magnitude of the total uncertainties of the SF obtained in Section 6. The total number of events in
each sample is normalized to 1.

where prw and my are transverse momentum and mass (80.379 + 0.012 GeV, [27]) of the W,
respectively. Thus, in the jet reconstruction of anti-k; algorithm with R = 0.4 (Section 3.3) adopted
in this analysis, the two quarks are possibly merged in the pr.w > 400 GeV. Figure 9.3(a) shows
the Wy distributions of jets close to and far from the W boson in the one-step decay signal. A jet
with AR < 0.1 to the W is defined as a jet close to W in the figure. The AR distribution is shown in
Figure 9.3(b). The Wy distribution of the jets far from the W has similar to that of isolated quark jets
as seen in calibration samples. However, that of the jets close to the W has a different distribution
from it.

An additional Wy, uncertainty on the MC modeling related to the boosted W is necessary for
the one-step decay signal sample. The boosted W — ggq decay is better-described process in
the simulation than the fragmentation of quark jets, which describes the Wy distribution. The
mis-modeling in the Wy distribution for the boosted W in the MC is at least smaller than the
difference between the isolated quark-jets and one-step decay jets including the boosted W as shown
in Figure 9.2. Then, the Wy uncertainty on the boosted W jet ("boosted W uncertainty") in the
one-step decay signal is evaluated from the difference in Figure 9.2. The SF up and down variations
for this uncertainty on quark jets are defined as

{ SFQ’up(Wtrk;pT,j)
SFQ,down(Wtrk; pT,j)

SFQ,nom(Wtrk;pT,j) + ASF(Wtrk;pT,j)
SFQ nom(Wak; prj) — ASF(Wyk; pr) or 0 if it is negative

. _ P O, oneste (Wtrk;pT,')
ASF (W prj) = |1 - m , 9.11)

(9.10)

where SFQ nom/up/down are nominal-, up-, and down-scale-factors for quark jets, pr; is j-th jet pr
range, and po onestep aNd P, calib are the Wy distributions of quark jets in the one-step decay signal
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5350005* p, : 400--500 GeV §105? p, : 400-500 GeV
30000? 9g onestep i 0g onestep
25000F Quarks r Quarks
ZOOOOi Jets close to W (AR<0.1)
E Jets far from W (AR>0.1) 10*
150001 g
10000 i
50001 |
E\\\\\\\\ L 103;\\\\‘ P | | P B
% o1 02 03 04 05 0 05 1 15 2 25 3
Wy AR(et, W)
(a) (b)

Figure 9.3: (a) Distributions of Wy for jets close to and far from a W boson and (b) a distribution of AR(jet, W)
in the one-step decay signal at the preselection PreOHigh. If there are two hadronic decay W bosons, the
AR is defined as a smaller one in the two Ws. The jets close to the W boson are defined as the jets with
AR(jet, W) < 0.1 and the other jets are defined as jets far from the W. The jets are quark jets and their pt range
is from 400 to 500 GeV. The signal sample is merged one with different mass points.

and calibration MC samples as shown in Figure 9.2, respectively. The up and down variations of
the signal yield in each SR are obtained by using the SFyp/qown instead of SFyom over all the events
in the signal MC sample. The systematic variation in the Wy distribution of the leading jet in the
SRO2 is shown in Figure 9.4. The light blue area is the range between the up and down variations
for the leading jet. The number of signal events with this systematic uncertainty on the leading jet is

24.8ﬁ}:§ jgg?) events for the one-step decay signal at the (mg, my:, m)??) = (1665, 1265, 865) GeV.

This boosted W uncertainty is large in the one-step decay signals with a large AM(g, ,\7?) and covers
the second broad peak caused by the boosted W — ggq jets around Wy = 0.16 as shown in Figure 9.4.
Thus, the systematic uncertainty is enough conservative.

The calibration in Section 6 is only for isolated jets and not valid for the boosted W jets. Thus,
such a large systematic uncertainty on it, which is close to 100% of the number of the boosted W jet
events, is taken into account. However, the BDT training is optimal if there is no mis-modeling in the
boosted W jet of the signal MC sample because the signal sample used in the BDT training simulates
the boosted W jet as well.

This systematic uncertainty is considered for the four leading jets of the one-step decay signal
only in SRO2-5, where Wyxs of the leading four jets are used in the BDT training. A jet close to
W (AR < 0.1) is often the first or second pr jet as shown in Figure 9.5 and events having two jets
close to W (Nw_jer = 2) is dominated by the events in which the first and second jets are close to W.
Thus, the systematic uncertainties on the first and second jets are correlated considering the events
having two jets close to W. The remaining part of the Ny _jer = 1 events consists of events in which
the third or fourth jet is close to W. The remaining part (4.4%) of the Ny _jer = 2 events consists of
events in which the first or second jet is close to W and the third or fourth jet is close to the other W.
The correlation between the two boosted W jets in that events should be considered but the fraction is

enough small respect to the first and second jet uncertainty (f%‘;g%) to ignore it. Thus, the systematic
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Figure 9.4: Wy distributions of the leading jet in the one-step decay signal MC at the (mg, m)al,m/\;i)) =

(1665, 1265, 865) GeV in the SRO2. A black break line is a distribution before applying the SF, and a blue
solid line is after applying the SF. The light blue area shows the range between the up and down variations of
the uncertainty on the boosted W uncertainty.

uncertainties on the third and fourth jets are taken into account separately and not correlating to the
uncertainty on the other jets.
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Figure 9.5: Event fraction in each number of boosted W — ¢g jets in the leading four jets (Nw_je) for the
one-step decay signal at the (mg, m s M )2(1)) = (1665, 1265, 865) GeV in the SRO2. The boosted W jet is defined

by AR(jet, W) < 0.1. Nyw_jec = 1 events are composed of three types of events in which the first jet (red-filled
fraction), second jet (blue-filled fraction), or the other jet in the leading four jets is a boosted W jet. In
the Ny _jer = 2, green-filled fraction shows events in which the first and second jets are boosted W jets and
violet-filled fraction shows events in which the first or second jet is a boosted W jet and the third or fourth jet
is the other one.

9.3.5 Signal modeling uncertainties

For the signal MC, the general uncertainties and object modeling uncertainties are taken into
account. In addition to them, the scale variations such as the renormalization scale and factorization
scale of the MC generator are also considered. However, their scale variations do not impact on the
signal acceptance to the high AM(g, )2?) signals. They affect only the low AM(g, )210) signals below
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9.3 Systematic uncertainties

100 GeV. The uncertainty is studied in the MCs with varied scales at the truth level and parametrized
as a function of AM (g, )2?) to be 6.51 x exp (—0.04AM + 1.44) %.
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10 Result and Interpretation

10.1 Validation

The normalization factors u(Z+jets), w(W+jets),u(Top), and u(Multijet) obtained by the
background-only fit are summarized in Figure 10.1. In the SRD1-3 and SROI1, u(Top) is much
lower than 1 due to the mis-modeling in the high m.g range of the top MC. In the SRO1-O5,
u(W+jets) has also lower value due to the mis-modeling in the high Nje of the W+jets MC. They are
the same tendency as shown in Figures 8.11 and 8.12 of Section 8.2.2. u(Z+jets) in the SRO1-05 is
also smaller than 1. This is validated by the VRZs later. The details of the event yields in the CRs
are listed in Appendix C.2.

The validation of the normalization factors is performed in the VRs. The summary of the difference
between the observed data and total SM background prediction corrected by the normalization factors
is shown in Figure 10.2. The difference between the data and background prediction in each VR is
shown in each cell and the numbers of the difference are normalized by the standard deviation oo

defined as oo = 4/ O'(fbs + O'gre & where 05 and opreq are the uncertainties on the data and background

prediction, respectively. There is no significant difference in all the VRs. Numbers of the observed
data and background prediction in the several VRs are shown in Figures 10.3. The statistics in the
VRZs, where two leptons of Z — [l are tagged, are too limited, and some VRZs have no observed
event but it is consistent within the error. VRZs with loosened BDT score (BDT> 0.0) are also
checked in Figure 10.3(b). In these regions, the normalization factors obtained in the CRs are the
same as in VRZs. The predicted number of the background have a good agreement with the number
of observed events there. The VRWIs have a good agreement between the data and background
prediction as shown in Figure 10.3(c). In the VRTJs for SRD2-3, there are pulls of the data from the
background prediction (Figure 10.3(d)). However, the pull is covered by the large uncertainties of
the background prediction and the top process does not impact on the predictions in the SRs because
the SRs have only small top-process contribution. In the VRWJdPhi for SRO4 and the VRTJdPhi
for SRD4, which have fewer statistics than the VRW/TIJ, there were non-negligible pulls of 2.20
without additional uncertainties on the W+jets and top process; the numbers of the observed data and
background prediction were 49 (12) and 27.84 + 8.30 (5.13 + 1.88) in the VRWIJdPhi (VRTJdPhi).
It was possible that the pulls were just caused by fluctuations. However, conservatively, flat 100%
systematic uncertainties are added to the W+jets and top MC events in the regions of SR, CRs,
and VRs for SRO4 and SRD4, respectively. Now, the data and background prediction in all the
VRWIJdPhis and VRTJdPhis are consistent within the uncertainties. The other VRs are shown in
Appendix C.1. There is also no significant difference between the data and background prediction.
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Figure 10.1: A summary of the normalization factors us obtained by the background-only fit: u(Top), u(Z+jets),
pu(W+jets), and p(Multi — jet). Each bin indicates each SR and each row shows each u. A solid red line and
colored band in each bin and each row show the nominal value and its uncertainty of each u, respectively.
u(Multi — jet) is not fitted as a free parameter in SRD5, SRO3-SRO5 because there is no CRQ and it is fixed
to 1.
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Figure 10.2: A summary of pulls in the VRs. Each cell corresponds one VR. The x-axis shows the type of the
VR in each column. The y-axis shows the corresponding SR to the VRs in each row. The z-axis is a difference

between the observed data yield and predicted background yield divided by the quadrature sum of the statistical

2

error on the data and total uncertainties on the background prediction; z = (NobS - Npred) / Ooe oﬁre & The

text in each cell shows the z-axis value in each VR.
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10.1 Validation
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10 Result and Interpretation

10.2 Result

The results of the ten SRs are shown in Figure 10.4. There is no significant excess in all the SRs.
The observed event yield and the predicted background event yields are summarized in Table 10.4 and
breakdowns of the dominant systematic uncertainties on the background prediction are summarized
in Tables 10.2 and 10.3. The main background process is Z(— vv) events, except SRO2-4, where
the top process is dominant due to the high jet multiplicity requirement (Njec > 6). The dominant
systematic uncertainties are the uncertainty on us due to the not large statistics in the CRs. The
systematic uncertainties of the Z+jets scale variation ("zScale_XXX") and the PDF variations on the
gluon Wy ("Wtrk_PDF_Gluon") are also major in some SRs.

The distribution of the most discriminating variable meg in the previous analysis is shown in
Figures 10.5 and 10.6. There is no signal-like excess in the distributions as well.

T T T T T T T T T
¢ Data 2015 and 2016

Events

10° Zoze SM Total
Vs=13TeV, 36.1 fb* [ W+ets
10* [ t(+EW) & single top
[ Z+jets
[ Diboson
10° HE Multi-jet

102 «‘ ///// ‘/ /‘,

10

Data/SM Total

= I\ ® < 0 = o ® < 0
a [a] [a] [a] [a] (e} [e] o o) o
x o o o 74 x © o© o o
2 %] %] %] % 2 %] 7] 2] 172}
SR

Figure 10.4: Numbers of the observed data and SM background prediction in the ten SRs after the
background-only fit. Each bin indicates an observed number of data (black point) and a predicted number of
the SM background (color filled bars). Each color shows one kind of background process. The red shaded
band to the SM total background represents its total uncertainties. The bottom panel shows the number of the
data divided by the number of the total background prediction.
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10.2 Result

Table 10.1: Numbers of events observed in the SRs compared with the background predictions obtained from
the background-only fits. Empty cells (indicated by a ‘-’) mean the prediction is lower than 0.01.

Signal Region SRD1 SRD2 SRD3 SRD4 SRD5
MC expected events

Diboson 1.46 4.81 4.39 9.78 9.78

Z]/y*+jets 11.59 19.42 17.53 45.18 50.87

Wjets 5.51 8.04 6.80 25.15 25.33

1t + single top 2.49 2.26 2.93 28.32 19.66

Multi-jet 0.03 - - - -

Fitted background events

Diboson 1.5+05 48+26 44+23 104 9.8+3.0
Z]y*+jets 105 18+4 14 +4 36 £7 44 + 6
Wjets 7127 56+1.8 57x2.8 20+ 6 16 £4
1t + single top 0.52’:6%& 0.00fézgg 0.0Ifgzgf 32.053%? 14+5
Multi-jet 0.04+0-0¢ - - - -
Total MC 21.08 34.52 31.64 108.42 105.64
Total bkg 19+6 28+5 24 +8 98 + 34 84 +9
Observed 23 29 20 76 85
Signal Region SRO1 SRO2 SRO3 SRO4 SRO5
MC expected events
Diboson 0.50 3.61 2.65 22.57 81.22
Z/y*+jets 543 9.62 15.68 101.02 502.19
WHjets 2.72 5.21 9.06 73.45 311.52
1t + single top 2.55 8.57 16.70 149.36 376.36
Multi-jet - - - - -

Fitted background events

Diboson 05£0.17 3.6+£25 2.6£09 23+9  81£32
Z/y"+ets 31£20 4915 95£29 66+14  410+70
Weets 23+12 L7177 2280378 33.69'331% 210 +40
if+singletop  0.46*0-3 7232  20£7  119%21 32040
Multi-jet - - - - -
Total MC 11.20 27.01 44.09 346.41  1271.28
Total bkg 6323 174  35+6  240+40 1010£80
Observed 6 23 37 253 1047
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10 Result and Interpretation

Table 10.2: Breakdowns of the dominant systematic uncertainties on the background predictions in SRDI,
SRD2, SRD3, SRD4, and SRDS5. Note that the individual uncertainties can be correlated, and do not
necessarily add up quadratically to the total background uncertainty. The percentages show the size of the
uncertainty relative to the total expected background.

SRD1 SRD2 SRD3 SRD4 SRD5

bke 19.17 NOke 28.30 bkg 24.24 Nk 98.12 NPke 83.85

pred pred pred pred pred
NP +4.38 NPke +5.32 NPke +4.92 NOke +9.91 NPk +9.16

pred pred pred pred pred

ANGS  £5.52[28.79%]  ANgS  +5.42[19.17%]  ANpE £782[32.28%]  ANDS  £33.87[34.52%] ANLS  +8.91[10.63%]
zScale_renorm +4.00 [20.9%] Wtrk_PDF_Gluon +3.35 [11.9%] mu_Top +5.85 [24.1%] FlatTop +31.89[32.5%] mu_W+jets +4.15[5.0%)]
mu_W+jets  +2.55[13.3%] mu_Z+jets +2.27[8.0%] Wirk_PDF_Gluon  +3.41 [14.1%)] mu_Top +7.74 [7.9%] mu_Z+jets +3.89 [4.6%]
mu_Z+jets +1.74[9.1%] mu_W+jets +1.73 [6.1%] mu_Z+jets +2.00 [8.3%] mu_W-+jets +5.69 [5.8%]  zScale_fact +3.49 [4.2%]
zScale_fact +1.72 [9.0%)] stat_SR +1.49 [5.3%)] mu_W-+jets +1.82[7.5%] Wirk_PDF_Gluon +4.82 [4.9%] mu_Top  +3.23[3.9%]
zScale_qgsf +1.05 [5.5%] FlatDiboson +1.45[5.1%] wScale_CT14 +1.69 [7.0%] mu_Z+jets +3.48 [3.5%]  PartonTop +3.21 [3.8%]
zScale_ckkw  £0.95 [5.0%] zScale_fact +1.37 [4.8%] stat_SR +1.39 [5.7%)] zScale_fact +3.20 [3.3%] FlatDiboson +2.93 [3.5%]
mu_Top +0.88 [4.6%] pileUp +1.19 [4.2%] FlatDiboson +1.32[5.4%] FlatDiboson +2.93 [3.0%] stat_SR +2.50 [3.0%]
stat_SR +0.71 [3.7%] Wtk PDF_Quark +1.13[4.0%] Wtrk_Calib_Gluon_2j +1.30[5.4%)] PartonTop +2.79[2.8%] GeneratorTop +2.14 [2.6%]
GeneratorTop  +0.66 [3.5%] mu_Top +1.04 [3.7%] zScale_fact +1.12 [4.6%] stat_SR +2.58 [2.6%]  zScale_qsf +1.93[2.3%]
pileUp +0.47 [2.4%] zScale_qsf +0.91 [3.2%] wScale MMHT2014 +1.07 [4.4%]  RadiationTop +2.31 [2.4%)] k-factor +0.99 [1.2%]

Table 10.3: Breakdowns of the dominant systematic uncertainties on the background predictions in SROI,
SRO2, SRO3, SRO4, and SROS5. Note that the individual uncertainties can be correlated, and do not necessarily
add up quadratically to the total background uncertainty. The percentages show the size of the uncertainty
relative to the total expected background.

SRO1 SRO2 SRO3 SRO4 SROS
NPk 6.32 Nk 17.38 Nk 34.53 NDke 241.60 NPk 1014.17
pred pred pred pred pred
L[NPke +2.51 L[NPke +4.17 L[NPke +5.88 NPk +15.54 NPk +31.85
pred pred pred pred pred
ANGRE £227[35.90%]  ANQSE  +A13[2379%]  ANGS  «558[16.15%]  ANgw  £42.99[17.79%]  ANGY  80.67 [7.95%]
zScale_renorm +1.34 [21.2%] mu_Top +2.14 [12.3%] mu_Top +5.67 [16.4%)] FlatW +33.52 [13.9%] Wtrk_PDF_Gluon +37.41 [3.7%]
mu_W-+jets +1.21[19.2%)] mu_W-+jets +1.71 [9.9%)] mu_W+jets  +3.72[10.8%] GeneratorTop  +17.64 [7.3%] zScale_fact ~ +36.37 [3.6%)]
mu_Z+jets +0.80 [12.7%] Wtk _PDF_Gluon +1.59 [9.2%]  RadiationTop ~ +2.22 [6.4%] mu_W+jets +11.11 [4.6%] mu_W+jets  +31.91 [3.1%]
zScale_fact +0.72 [11.4%)] PartonTop +1.39 [8.0%] mu_Z+jets +1.62 [4.7%)] mu_Top +10.24 [4.2%]  GeneratorTop +30.56 [3.0%)]
zScale_ckkw +0.67 [10.6%] GeneratorTop +1.28 [7.4%)] stat_SR +1.27 [3.7%)] k-factor +7.36 [3.0%] k-factor +28.27 [2.8%]
zScale_qgsf +0.52 [8.2%] stat_SR +1.12[6.5%] zScale_fact +1.22 [3.5%]| zScale_fact +7.14 [3.0%] FlatDiboson ~ +24.37 [2.4%)]
mu_Top +0.51 [8.1%)] FlatDiboson +1.09 [6.3%)] k-factor +1.06 [3.1%] Wurk_PDF_Gluon +6.81 [2.8%)] mu_Top +23.32 [2.3%]
K-factor +0.34 [5.4%] Wurk_Calib_Gluon_2j +1.06 [6.1%] JET_GroupedNP_1 +0.92[2.7%]  FlatDiboson +6.75 [2.8%] zScale_qsf  +20.77 [2.0%]
stat_SR +0.31 [4.9%] mu_Z+ijets +1.05 [6.1%] PartonTop +0.87 [2.5%] PartonTop +6.31 [2.6%] pileUp +15.95 [1.6%]
JET_GroupedNP_3 +0.24 [3.8%] Witrk_Calib_Quark_2j +0.84 [4.8%)] zScale_gsf +0.82 [2.4%)] stat_SR +5.53[2.3%] Wirk_PDF_Quark +15.33 [1.5%]
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Figure 10.5: Distributions of meg(inc) in the SRs of (a) SRD1, (b) SRD2, (c) SRD3, (d) SRD4, and (e) SRDS5.
Black point shows 36.1fb~!data and filled histograms show the SM background events, which is corrected by
the normalization factors (us). A red shaded area shows the uncertainties on the background prediction. The
statistical uncertainty, the systematic uncertainties on the normalization factors, the Z+jets scale variations,
and the modeling uncertainties on the top process are considered here.
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Figure 10.6: Distributions of meg(inc) in the SRs of (a) SRO1, (b) SRO2, (c) SRO3, (d) SRO4, and (e) SROS5.
Black point shows 36.1fb~!data and filled histograms show the SM background events, which is corrected by
the normalization factors (us). A red shaded area shows the uncertainties on the background prediction. The
statistical uncertainty, the systematic uncertainties on the normalization factors, the Z+jets scale variations,
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and the modeling uncertainties on the top process are considered here.
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10.3 Interpretation

10.3 Interpretation

Since there is no significant excess in the SRs, the exclusion fit is performed to investigate their
exclusion power on the benchmark signal models, i.e. the gluino direct decay and one-step decay
signals. For each mass point in the two-dimensional plane of the gluino and )2? masses, the exclusion
fit described in Section 9.2.2 is performed, in which the signal is taken into account in the SR
and also in the CRs. In each mass point, the best sensitive SR is selected based on the expected
CLs, which is calculated using the SM background prediction instead of the data in the SR. From
the observed CLs (calculated using the observed data) in the selected SR, a 95% confidence level
exclusion limit is drawn as in Figures 10.7. The superimposed blue area is the observed exclusion
limit by the previous study published for the Moriond 2017 conference [57] using the same data. The
analysis in this thesis has more exclusion power than the previous study especially by ~ 200 GeV of
the /\7? mass in the high gluino mass range around 1.8 TeV in both of the direct and one-step decay
signals due to the new techniques of the quark/gluon separation and the multivariate analysis (BDT).
Table 10.4 lists background and signal yields in the best-sensitive SR at a high gluino and high )‘(‘?
mass point in each decay signal. The SRD3 has more background reduction power by factor 2 than
the SR in the previous study with a similar signal yield of the direct decay signal. In the SRO2, a
signal yield in a one-step decay signal is increased by more than factor 3. In both case, exclusion
sensitivity (oexc1) calculated from CLs is also increased by factor 2.5 or more. By this result, the
signal mass region in which the previous analysis had small moderate excess is completely excluded.
For the gluino direct decay model, the gluino mass is excluded up to 1.93,1.92,1.89,1.86, and
1.85 TeV at the m(,\?? ) =0.0,0.4,0.6,0.8, and 0.9 TeV, respectively. For the gluino one-step decay
model, the gluino mass is excluded up to 2.00, 2.00, 1.97, and 1.93 TeV at the m(,f/;’ ) =0.0,0.5,0.7,
and 0.8 TeV, respectively. Hence, the ,\?? mass is excluded up to 1 TeV in the gluino mass range of
1.50-1.80 TeV for the gluino direct decay, and excluded up to 0.85 TeV in the gluino mass range of
1.25-1.85 TeV for the gluino one-step decay.
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10 Result and Interpretation

Table 10.4: Comarison between the best BDT SR in this analysis and the best SR in the previous study [45] for
two signal mass point of (left) (g, /\7?) = (1700,900) GeV and (right) (g, X7, )2?) = (1705, 1345,985) GeV.

. . Previous . . Previous
Signal Region SRD3 Signal Region SRO2
study study
Total predicted bkg 242+7.8 48.6+7.2 Total predicted bkg 17.3+4.1 5.1+1.7
Signal Signal
263+63 258+1.3 20.7+58 59+0.7
(& &) = (1700, 900) GeV (@ 7. 7)) = (1705, 1345, 985) GeV
CLs 0.0034 0.13 CLs 0.21 0.49
Significance (0excl) 2.70 1.10 Significance (Texc]) 0.77 0.014
gg production, B(g - qq Q):IOO% 99 production, B(g - qq ;5 ~ qqW* )}f):wO%, m(;f’):(m(a) + mo}f))/z
S 1600 T T T T s M0
L C = 0L obs. limit (£103°5") ] o r = 0L obs. limit (£103°5") B
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Figure 10.7: Observed exclusion limits at 95% confidence level based on CLs calculation for (a) the gluino
direct decay model and (b) the gluino one-step decay model. A red solid line is the observed exclusion limit
calculated by the nominal signal cross section, and the red break lines show the limits with the up and down
signal cross-section variations. A blue break line is the expected exclusion limit. Its =10 deviations are given
by a yellow band. Observed exclusion limits in the previous study using the same data of 36.1fb~!is represented
by a blue shaded area [57].
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11 Conclusion

A search for the gluino in final states with jets and large missing transverse momentum using
36fb~! data recorded in 2015 and 2016 at the center-of-mass energy s = 13 TeV is performed.
In this search, new techniques of the quark/gluon separation variable and multivariate analysis are
introduced, which picks up the four quark-jets emerging in the gluino decay chain in order to separate
the signal and background further.

There is no significant excess implying the gluino. However, powerful exclusion limits on the
gluino and )2? masses are obtained for gluino direct and one-step decay models due to the new
techniques. This search has a gain in the background rejection power in the signal region by factor
2 from the previous study for a signal mass point in the high gluino and /\?? mass region in the
direct decay signal, and also exclusion sensitivity (oexc1) is increased by factor 2.5 for the mass point.
Especially, the high )2? mass region in the high gluino mass range is more effectively searched than
the previous analysis. The )2? mass is excluded up to 1 TeV in the gluino mass range of 1.50-1.80 TeV
for the gluino direct decay, and excluded up to 0.85 TeV in the gluino mass range of 1.25-1.85 TeV
for the gluino one-step decay at 95% confidence level. This exclusion mass range indicates that the
typical )2? mass ~ 1 TeV is almost ruled out in the gluino mass below 1.8 TeV, which is supposed to
be reasonable mass considering the GUT and DM relic density.
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A Reconstruction and identification of the other
particles

A.1 b-tagging

b-tagging is an algorithm to determine whether a jet is a jet originating from b-quark (b-jet) or
not. The b-tagging is used in this analysis to make a top-quark enriched sample for the background
estimation. It uses charged particle tracks to calculate discriminating variable between different jet
flavors (light-flavor [u, d, or c-quarks or gluons], c-quarks, and b-quarks).There are three algorithms
to provide complementary information:

* Impact parameter based variable algorithms: IP2D, IP3D
* Inclusive secondary vertex reconstruction algorithm: SV
* Decay chain multi-vertex reconstruction algorithm: JetFitter

The provided variables in them are combined by a multivariate analysis (MV2) which provides the
best separation between different flavors.

Impact parameter based variables: 1P2D, IP3D

The b-quark decays to b-hadrons having a long lifetime around ¢t = 450um. Due to this
feature, their distance from the primary vertex tends to have a large value. Here, the transverse and
longitudinal impact parameters ("IPs") dy and z¢ are defined as a distance of closest approach in the
r — ¢ plain and a distance along the beam axis between the track of the b-hadron and the primary
vertex, respectively. The IP2D uses only the transverse IP, while the IP3D uses the both of them as
inputs. Their output variable is a log-likelihood ratio ("LLR") between three jet-flavor hypothesis (b,
¢, light) which is calculated from probability density function of their input variables obtained from
the MC simulation.

Secondary vertex: SV

A secondary vertex is a vertex of two tracks with a distance from the primary vertex. A secondary
vertex finding algorithm is described in [69]. It finds a secondary vertex from all pairs of the track
candidates in the jet. This algorithm ignores tracks originating from a decay of a long-lived particle
(e.g. K and A), a photon conversion described in Section ??, or a hadronic interaction with a
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Figure A.1: The log likelihood ratio of the IP3D b-tagging algorithm applied to jets in a tf dominated
sample [68]. The sample is required to have e and u to enrich t7 — eubb. Black points represent the data
of 85pb~'recorded in 2015. The bottom panel shows the ratio of the data to the simulation. The dark green
shaded area is the total systematic uncertainty on the simulation, and the error bar of the points show the
statistical errors of the data.

material. From the reconstructed secondary vertex with the two tracks, eight properties of it are
retrieved and used for b-tagging in the MV2 [70]. Three of them are shown in Figures A.2.

Decay chain multi-vertex: JetFitter

The decay chain multi-vertex reconstruction is performed by JetFitter algorithm [71]. It
reconstructs the full decay chain of the primary vertex— b—hadron — c—hadron. From the full
reconstruction of the decay chain with multi-vertex, eight properties are obtained and used for
b-tagging in the MV2 [70]. Three of them are shown in Figures A.3.

Final discriminating variable: MV2

The 24 input variables obtained from the three algorithms explained above are combined by using
a boosted decision tree ("BDT") algorithm, which is one of the multivariate algorithms, in order to
discriminate b-jets from light-flavor jets and c-jets. The BDT output used in this analysis is referred
to as "MV2c10". It is defined as an output of the BDT trained with b-jets as signal and a mixture of
90% light-flavor jets and 10% c-jets as background. The output of the MV2¢10 in ¢tf-enriched sample
is shown in Figure A.4. The b-jet used in this analysis is defined by a jet with the MV2c10 output
above the cut where the b-tagging efficiency is 77%.
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Figure A.2: Properties obtained from the secondary vertex with two tracks in a jet of a tf dominated sample [68]:
(a) The invariant mass of the two tracks, (b) an energy fraction of the two tracks to that of all tracks within the
jet, and (c) a number of tracks associated with the secondary vertex. The sample is required to have e and u
to enrich t7 — eubb. Black points represent the data of 85pb~'recorded in 2015. The bottom panel shows
the ratio of the data to the simulation. The dark green shaded area is the total systematic uncertainty on the
simulation, and the error bar of the points show the statistical errors of the data.
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Figure A.3: Properties obtained from the decay chain multi-vertex reconstruction in a jet of a #f dominated
sample [68]: (a) the number of vertices with one track, (b) the number of vertices with at least two tracks, and
(c) the number of tracks from vertices with at least two tracks. The sample is required to have e and u to enrich
tf — eubb. Black points represent the data of 85pb~'recorded in 2015. The bottom panel shows the ratio of
the data to the simulation. The dark green shaded area is the total systematic uncertainty on the simulation,
and the error bar of the points show the statistical errors of the data.
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A.2 Electron and photon

A.2 Electron and photon

Electron and photon are reconstructed from the tracks in the ID and cells in the EM calorimeters.
Both of them are used in the background estimation to prepare specific-process enriched samples.

A.2.1 Electron
Electron reconstruction

The electron reconstruction in the |n| < 2.47 has the following steps:

* Seed-cluster reconstruction
A sliding window clustering algorithm described in [73] is used to find seed clusters in the
electron reconstruction. In this algorithm, a cluster size of 3 X 5 in units of 0.025 x 0.025,
corresponding to the granularity of the calorimeter middle layer, in ¢-7 is searched and that a
cluster with total cluster transverse energy above 2.5 GeV is defined as a seed cluster.

* Track reconstruction

This step is performed with the standard track reconstruction described in Section 3.1.1. In the
standard track reconstruction, to extend the seed tracks, a pattern recognition and a track fit
are made with a pion hypothesis for energy loss due to interactions with the detector material.
Howeyver, it is not suitable for the electron track. Thus, if a seed track cannot be extended to a full
track under the pion hypothesis but falls into one of the EM cluster regions, a second attempt,
in which the pattern recognition with an electron hypothesis allowing for larger energy loss, is
performed. In the track fit of the track candidates, a special fit with the electron hypothesis is
also performed if the standard fit with the pion hypothesis is failed. These additional attempts
can improve the performance of electrons.

* Track fit for electrons
The tracks are checked if they are loosely matched to the EM clusters or not, by using the
distance in the ¢-n plane between the extrapolated track and the cluster. The track loosely
associated with the cluster is refit using an optimized Gaussian Sum Filter ("GSF") [74].

* Electron candidate reconstruction
At last, the similar matching is repeated with stricter conditions after the GSF refit.

The efficiency of this reconstruction procedure is calculated using Z — ee events in both of the
data and the MC (Figures A.5). The ratio between the efficiencies of them is used as a correction
factor called as "Scale Factor" (SF) in order to correct the MC.

Electron identification
Electron identification discriminates signal-like electrons from other objects (background) of

hadronic jets or converted photons. The identification uses many kinds of properties: properties of
the electron cluster and the tracks, quantities related to track-cluster matching, the calorimeter shower
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Figure A.5: Electron reconstruction efficiencies in Z — ee events of the 2015 data and the MC as a function
of (a) the cluster Et in the full 77 range and (b) the 7 in the Et range between 15 GeV and 150 GeV [75].

shape, and information from the TRT, which is designed to distinguish electrons from hadrons by a
transition radiation signature described in Section 2.2.3. The algorithm for the identification is based
on the likelihood (LH) method, in which the probability density function (PDF) of these properties
for the signal (electron) and the background are used. The discriminant of the LH algorithm is

n
Q=2 Lo - R AD)
where X is the vector of the discriminating variables mentioned above and P ;(x;) is the value of the
signal (or background) PDF of the i variable evaluated at x;. The three kinds of selections using
this LH discriminant are prepared with different efficiencies of the electron identification and the
background rejection powers referred to as "Loose", "Medium", and "Tight". The efficiency of each
selection is 97, 95, and 91 % at Er = 70 GeV, respectively (Figures A.6).

Electron isolation

Electron isolation is in order to further discriminate the signal-like electron from the background
by using the energy deposit around the electron candidate. There are two discriminating variables
for the isolation:

¢ A calorimetric isolation energy E%"“eo'zz The sum of transverse energies of topological
clusters at the EM scale within a cone of AR = 0.2 around the electron candidate.

¢ A track isolation p%arc"“eo'zz The sum of transverse momenta of the tracks within a cone of
AR = min(0.2, 10 GeV/ET) around the candidate electron track. The tracks need to originate
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Figure A.6: Efficiency of electron reconstruction and identification (ID) with different ID selection as a function
of Et in Z — ee simulation [75].

from the primary vertex of the hard collision and satisfy the quality requirements of ET > 1 GeV,
a number of hits requirements, and |zg sin 6] < 3um.

The isolation cut is defined by selection on E%Oneo'z /Et and E%arconeO.Z /Et. In this analysis,

"GradientLoose" selection is used, in which the isolation efficiency is fixed to 0.057% X Et +95.57%
by varying the cut values.

Requirements for electron in this analysis

In this analysis, the electron identification is used to veto electrons to search signal and require
electrons in the background estimation. In each case, a slightly different requirement is used. For the
electron veto,

'pT>7G€V

In| < 2.47
* Loose ID
* No isolation
are required. For the electron tagging, the ID requirement is tightened to Tight selection and the

GradientLoose isolation is required in addition to the above.
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A.2.2 Photon
Photon reconstruction

The photon reconstruction procedure is the same as in electron reconstruction (Appendix A.2.1)
until the track fit by the GSF because photon and electron has very similar signatures in the EM
calorimeters.

After the GSF fit, for the photon reconstruction, "conversion vertex" candidates are reconstructed.
The conversion vertex is a point where paired electrons with opposite charges are produced from a
photon. Thus, these vertex candidates are reconstructed from two opposite charged tracks. The two
tracks need to satisfy geometrical requirements, number-of-track hits requirements, and a good fit
quality in a fit of the two tracks with a constraint that the tracks are parallel at the conversion vertex.
The paired tracks with a conversion vertex are loosely matched to the EM clusters.

After matchings of the EM clusters to the electron track candidates and to the conversion vertex,
the EM clusters are classified into the electron, the unconverted photon, or the converted photon. A
cluster without a matched electron track nor a matched conversion vertex candidate has been classified
into an unconverted photon. A cluster matched to an electron track or a conversion vertex only is
considered as an electron or a converted photon, respectively.

Photon identification

The photon identification is aiming to distinguish a prompt photon, which is produced at the
interaction point, from background photons, which is mainly caused by 7° — y7y in a hadron decay.
This identification uses cuts on several discriminating variables related to the lateral and longitudinal
shower development in the EM calorimeters and the shower leakage to the hadronic calorimeters.
The prompt photon typically has a narrower shower and smaller leakage to the hadronic calorimeters
than the hadronic background. In the background photons of the 7° — 37 decay, the two photons are
characterized by the two separate local energy maxima in the ¢ — 1 plane of the shower. This feature
is captured by the first layer of the EM calorimeters having finely segmented strips. In this analysis,
"Tight" selection is used, in which the photon identification efficiency is 88-92% for Et > 100 GeV
unconverted photons as shown in Figures A.7.

Photon isolation

Electron isolation provides an additional background suppression by using a feature that
background photons are surrounded by a sizable hadronic activity, that is a poor isolation. The
isolation selection is defined by two variables in the following, which are the same as in the electron
isolation (A.2.1) except the cone size (AR) definition.

¢ A calorimetric isolation energy with AR = 0.4 E%"“e“"': The sum of transverse energies of
topological clusters at the EM scale within a cone of AR = 0.4 around the photon candidate.

156



A.2 Electron and photon

= E T T T T T T T T T g
_gn E ATLAS Preliminary (s=13TeV,3.2f0" 7
we E * --o—o—.-_._—’_i
F * E
08  + E
F + 0<<0.6 ]
0'7? unconverted y E
0.6 -=— Electron Extrapolation—|
05 e~ Matrix Method 3
0_4; +Z >y é
C e L o1

20 3040 100 200 1000
E; [GeV]

(a)

g (tight)

1.

-

0.9

0.8

0.7

0.6

0.5

0.4

ATLAS Prellmlnary

m‘ﬁ%

\F 13TeV 32fb‘

—p--o—o—

l

1.81<n <2.37
unconverted y
—=— Electron Extrapolation
—e— Matrix Method

——Z >y

20 3040

(b)

Ll
100

Ll
1000
E; [GeV]

200

Figure A.7: Photon identification efficiencies by tight selection obtained from three different data-driven
measurements using 3.2fb~!data in 2015 for unconverted photons in the 77 range between (a) 0 < || < 0.6 and
(b) 1.81 < |n| < 2.37 [76]. Each method of the data-driven measurements is described in [76].

» A track isolation with AR = 0.2 pﬁ?“eo‘z: The sum of transverse momenta of the tracks within
a cone of AR = 0.2 around the candidate photon track.

In this analysis, a set of isolation cuts called as "FixedCutTight" is used, which is given as

Em04 < 0.022p1, +245 & p<02/pr, < 0.05.

Requirements for photon in this analysis

(A.2)

In this analysis, photons are used only in the background estimation to prepare y+jets enriched
sample. In this sample, one photon satisfying the following selection is required;

o pr>25GeV
. |yl <2.37

« Tight ID

* FixedCutTight isolation

A.2.3 Energy calibration and resolution correction for electron and photon

The energy calibration is performed in three main steps:

1. Data-driven corrections in order to equalize the response of the different longitudinal layers in
the EM calorimeter in data with respect to the simulation. (These corrections are applied only

to data. )

157



A Reconstruction and identification of the other particles

2. MC-based calibration applied to both of data and MC. This calibration is aiming to correct

the energy deposit in front of the calorimeter (typically a few—20% of the electron energy for
100 GeV electrons. ) and outside of the cluster (~ 5%), and also correct the variation of the
energy response depending on the particle’s incident position on the calorimeter.

Data-driven (In-situ) correction on the energy scale applied only to data and correction on the
resolution applied only to MC. These corrections are implemented as two constants «; and ¢/
given as

E® = EiMC(1 + @) (A.3)
for the energy scale correction and
o(E) o(E))
= c; (A4)
datz MC i
Ei ata E[

for the energy resolution correction. The E%@/MC g the energy scale in data and MC,
respectively, and the label i indicates a given n range. These constants are obtained from
Z — ee events in the data and MC. The constant ¢; is the dominant resolution uncertainty in
the ET above 30 GeV as shown in Figures A.8(c) and A.8(d).

The energy resolution and its uncertainties including one coming from the calibration are shown
in Figures A.8.
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Figure A.8: Energy resolution of (a) electrons and (b) photons, and its resolution uncertainties for (c) electrons
and (d) photons in Runl [77]. In the figures of the resolution uncertainties, the cst. term is the uncertainty on
the ¢/ obtained in the in situ calibration (Eq. A.4), and the sampling term is the uncertainty on the a in Eq. 2.7.
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A.3 Muon

The muon has no energy deposit in the calorimeters because it is a minimum ionizing particle
and it cannot make bremsstrahlung radiations due to its much heavier mass than the electron. In the
ATLAS detector, the muon spectrometers (MS) are located outside of the calorimeters and immersed
ina ~ 0.5T magnetic field. The muon can be reconstructed as a track at low misidentification rate by
combining the information in the ID and the MS, and its momentum can be measured precisely due
to the large size of the muon spectrometers.

Muon reconstruction

In the muon reconstruction, the tracks reconstructed in the ID and the MS are combined. The
track in the ID is reconstructed by the procedure described in Section 3.1.1. The track in the MS is
reconstructed in the following procedures:

1. In each MDT chamber and nearby trigger chambers, a segment is reconstructed, which is a set
of hits aligned on a trajectory in the bending plane. This formation is performed by a Hough
transform method [78].

2. Muon track candidates are built by fitting hits of the segments in different layers. In this fit,
the segment generated in the middle layer is used as a seed at first, and it extrapolated to outer
and inner layers by combining the other segments. At least two matching segments in the track
candidate are required for the track candidate except in the transition region between the barrel
and the endcap.

3. The hits in the track candidate are fitted by a global y? fit. The track candidate is accepted as
an MS track if the fit quality satisfies selection criteria.

Then, the reconstructed MS track is combined with the ID track. A combined track is formed by
a global refit with the hits from both tracks. At first, muon tracks are reconstructed by outside-in
pattern recognition, in which an MS track is extrapolated inward and matched to an ID track. Then,
inside-out pattern recognition is performed, in which an ID track is extrapolated to an MS track. The
combined tracks are treated as muon candidates. In addition to the combined tracks, the MS tracks
whose direction is matched to the interaction point are treated as muon candidates in order to recover
the acceptance in the range of 2.5 < || < 2.7 where the ID does not exist.

Muon identification

Muon identification is performed in order to suppress background mainly caused by pion and
kaon decays. The background track of the in-flight decays of charged hadrons in the ID has a
distinctive "kink" topology, which makes the poor fit quality. In addition, it often has a disagreement
in measured momenta between the ID track and the MS track. Such features are taken into account
in the identification by using the following properties in addition to numbers of hist and holes in the
MDT:
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A.3 Muon

* q/p significance: An absolute value of the difference between the ratios of the muon charge
and momentum in the ID and the MS divided by the quadrature-sum of the corresponding
uncertainties.

* p’: An absolute value of the difference between the transverse momenta measured in the ID
and the MS divided by the prt of the combined track.

« Normalized y? of the combined track fit.

In this analysis, "Medium" identification selection is used, which minimizes the systematic
uncertainties of the muon reconstruction and calibration. The reconstruction and identification
efficiency of the medium muon is shown in Figures A.9. The efficiency is larger than 99% for
pr > 6 GeV muons.
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Figure A.9: Reconstruction and identification efficiencies for medium muon in Z — pp and J /¥ — pu events
of the 2015 data and the MC as a function of (a) 7 in the range of pt > 10 GeV (including the efficiency of
Loose identified muons in || < 0.1) and (b) p in the range of 0.1 < || < 2.5 [79].

Muon isolation

Isolation selection for muons is also prepared like electrons and photons. It is a powerful tool to
reject the background muon caused by the hadron decay. The isolation selection is defined by two
variables in the following, which are the same as in the electron isolation (A.2.1) except the cone size
AR for a calorimetric isolation.

* A calorimetric isolation energy with AR = 0.3 E%"“em: The sum of transverse energies of
topological clusters at the EM scale within a cone of AR = 0.3 around the muon candidate.

* A track isolation p%am’“eo'zz The sum of transverse momenta of the tracks within a cone of
AR = min(0.2, 10 GeV/Er) around the candidate muon track.

In this analysis, an isolation selection criteria referred to as "GradientLoose" is used, in which
the cuts on the two isolation variables are defined to realize the > 95(90) % efficiency at muon
pr = 25(60) GeV. The efficiency is shown in Figure A.10.
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Figure A.10: Efficiency of "GradientLoose" isolation for muons as a function of py in Z — uu events [79].
Muon momentum calibration and resolution
In order to have a good agreement between data and MC, a set of corrections is applied to the

muon momentum in the MC. It is performed as corrections on each momentum of the ID track and

the MS track. The corrected transverse momenta pgor’Det (Det=ID, MS) is given as,

1
MC,D MC,Det\"”
pY et | Z sr]?et(n’ ) (pT et)

Cor,Det i=0
pr = — (A.5)
D MC,Det\"""™
1+ Z Ar,2(n, ¢) (pT e) gm
m=0
where p¥IC’ Det js uncorrected transverse momentum in the MC, and gm are Gaussian distributions with

mean=0 and width=1. The terms of s?%(z, ¢) and ArD®(n, ¢) are the momentum scale corrections
and the momentum resolution smearing corrections in each (17,¢) region, respectively. The correction
factors of s2¢t and ArDe are determined from data using a binned maximum-likelihood fit with
templates of the invariant mass distribution for J/yy — pu and Z — pu in the data and MC. The
invariant mass distributions are shown in Figures A.11, in which the mass distribution of the MC
after the corrections has good agreement with that of the data.

Requirements for muon in this analysis

In this analysis, the muon identification is used to veto muons to search signal and require muons
in the background estimation. In each case, a slightly different requirement is used. For the muon
veto,

e pt>7 GeV
e Inl <27
e Medium ID

¢ No isolation
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Figure A.11: Invariant mass distributions for (a) J/¢ — pu and (b) Z — pu using 2.7fb~'data in 2015 [79].
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scale and resolution corrections, respectively.

are required. For the muon tagging,
* GradientLoose isolation
* |dp| < 3mm
* |zosin @] < 0.5mm

are required additionally.
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B Distributions of the discriminating variables

B.1 Distribution in the preselection

Here, the distributions of the discriminating variables in the preselection (loose SR-like selection)
are shown in Figures B.1-B.3. The distributions in PreDHigh is shown in Section 7.3.
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event with an extreme high event weight reflecting the skimming weight in the MC event generation. This is

unphysical value to be ignored.
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B.1 Distribution in the preselection
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Figure B.4: Distributions of meg(inc), E7 miss /\[Hr, Ag(jy.», 3)»

Here, the distributions of the discriminating variables in the preselection (loose SR-like selection)

) signals are shown in Figures B.4-B.6.
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B Distributions of the discriminating variables

B.2 Correlation between two input variables

Tables B.1-B.3 show the comparison of five input variables in CRY after PreDLow, PreOHigh,
and PreOLow preselection, respectively.
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Table B.1: This table shows profiles between two variables of five input variables in CRY at the preselection
PreDLow. The y-axis in each figure is mean of one variable in each x bin of the other variable. Each top title
indicates a variable of the x-axis of figures in each column. Each left title indicates a variable of the y-axis of
figures in each row. Black point shows 36.1fb~!data and the red line shows the total SM background, which is
normalized by cross-section.
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B.2 Correlation between two input variables
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Table B.2: This table shows profiles between two variables of five input variables in CRY at the preselection
PreOHigh. The y-axis in each figure is mean of one variable in each x bin of the other variable. Each top title
indicates a variable of the x-axis of figures in each column. Each left title indicates a variable of the y-axis of
figures in each row. Black point shows 36.1fb~!data and the red line shows the total SM background, which is
normalized by cross-section.
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Table B.3: This table shows profiles between two variables of five input variables in CRY at the preselection
PreOLow. The y-axis in each figure is mean of one variable in each x bin of the other variable. Each top title
indicates a variable of the x-axis of figures in each column. Each left title indicates a variable of the y-axis of
figures in each row. Black point shows 36.1fb~!data and the red line shows the total SM background, which is
normalized by cross-section.

B.3 BDT scores in the CRs

Figures B.7-B.14 show the distributions of the BDT scores in the CRs for SRD1, SRD3, SRD4,
SRO1, SRO3, and SRO4.
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except for the y +jets process in the CRY. The normalization of the y +jets is multiplied by «-factor in addition.
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Figure B.8: Distributions of BDT score (D3) in the CRY, CRW, CRT, and CRQ of the preselection PreDHigh.
Black point shows 36.1fb~! data and filled histograms show the SM background MC normalized by cross-section
except for the y +jets process in the CRY. The normalization of the y +jets is multiplied by «-factor in addition.

 Data 2015 and 2016
%44 M Total
Cveies

Ewiers

[ tit+EW) & single top

5=13 TeV, 36.1 fo™
CRY for PreDHigh

Events / 0.05

Events / 0.05

o Daia 2015 and 2016
4 M Toal
Ewries

[CiiEw) & single op
Dzviers

[ oiboson

I et

Vs=13 TeV, 36.1 fb*
CRW for PreDHigh

Events / 0.05

E 5=13Tev, 361 10"
CRT for PreDHigh

AT

o Data 2015 and 2016
%% sMToal
[CJiEw) & single op
Eweiess

Dzviets

[ oiboson
et

Events / 0.05

ARRERARARERS)
© Data 2015 and 2016

%% 5 Toul

et

weiets

[ ii+EW) & single top

Dzvess

[ oiboson

5=13 TeV, 36.1 fb™
CRQ for PreDHigh

*:*:’Wf:’rmr:mw%«m’wag
'

Data/MC

Data/MC

¥ T”,o,n‘u“'ﬂ‘“?“”("”'i ”O“W’H/ﬂ%

Data / MC

ﬂmwmmmmwmm%%ﬁé

Data/MC

e %@W%W% :

®17 08 06 04 02 0 02 04 06 08 1

BDT score (D4)

(a) CRY

08 06

204 02 0 02 04 06 08 1

BDT score (D4)

(b) CRW

T8 06 04 02 0

(c) CRT

02 04 06 08 1

BDT score (D4)

®17 08 06 04 02 0 02 04 os *55

BDT score (D4)

(d) CRQ

Figure B.9: Distributions of BDT score (D4) in the CRY, CRW, CRT, and CRQ of the preselection PreDHigh.
Black point shows 36.1fb~! data and filled histograms show the SM background MC normalized by cross-section
except for the y +jets process in the CRY. The normalization of the y +jets is multiplied by «x-factor in addition.

175



Distributions of the discriminating variables

I 8 T g 0 R B B B A S B h
S o ® Data 2015 and 2016 S 10° ® Dala2015and2016 o ® Data2015and 2016 3
2 10 " %44 sM Total -~ " %44 sM Total E " %4 SM Total 3
@ Vs=13 TeV, 36.1 fb Cysjess @ Vs=13 TeV, 36.1 fb B Wets 1 g [ f=13Tev.361f Cltvew) asingletop ]
& 10*L CRY for PreDLow Eweets S CRW for PreDLow Clicew asngeop | @ 10°E CRT for PreDLow B wiiets 3
|_|>J [CJ&(+EW) & single top |_|>J [z+ets 3 |_|>J [ z+ets 3
3 [ z+jets [ biboson ] [ piboson q
10 LI [ piboson i _ N -
coeCeTTey, 3 E
10? ] ]
10 ]
1 3
8} [8) [8)
= 1 i = 1 = 1 o
> 2 > YOV s e = »
% . LA L At LA UL P LU Y AT A 11 S 2 01 ) .;&'1;». ..t‘;m’:’.*;’.”.*;:*;c..v';;%- {% , “.A"““.“".“, REIOOIMIN
a [a} a
-1 08 06 04 02 0 02 04 06 08 1 -1 08 06 04 02 0 02 04 06 08 1 -1 08 06 04 02 0 02 04 06 08 1
BDT score (D5) BDT score (D5) BDT score (D5)
(a) CRY (b) CRW (c) CRT

Figure B.10: Distributions of BDT score (D5) in the CRY, CRW, and CRT of the preselection PreDLow. Black
point shows 36.1fb~!data and filled histograms show the SM background MC normalized by cross-section
except for the y +jets process in the CRY. The normalization of the y +jets is multiplied by x-factor in addition.
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B Distributions of the discriminating variables

B.4 Distributions before and after BDT cut

B.4.1 One-dimensional distributions

Figures B.15-B.24 show the distributions of the kinematic variables in the preselection and SR for
SRD1-5 and SRO1-5.
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Figure B.17: Distributions of meg(inc), EXS, EMS /meg(4), Ad(i12,3p EX mins Ad(is3s N )imin,

Aplanarity, 1% jet |5], 1% jet Wy, 4™ jet Wik, 1% jet pr, and 4 jet pr of SRD3 in Monte Carlo simulation.
The total number of events is normalized by cross-section.
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Figure B.18: Distributions of meg(inc), EDMS, EM/men(4)), Ad(j2,3) E}ni““')min, Ad(ji3, E)%""““)mm,
Aplanarity, 1% jet |57], 1% jet Wy, 4™ jet Wik, 1% jet pr, and 4 jet pr of SRD4 in Monte Carlo simulation.
The total number of events is normalized by cross-section.

181



B Distributions of the discriminating variables

> E T T 3 > T T ] 4 [ T T T
£ 3 10 210°F
S0k - 3 D5 +sw El S . D5 +sw El
7] E E| 7] ] >10°g 5
c £ | €1 -+ w E 3
103 E < E 10°E +»mmw |
woE 3 Wy, 4 E 3
0 E !
10F 2 ] F
b 3 10 4
10’17 L L L L L L L 102k L L L L L L L 10"5 L L L L L L L L
1000 1500 2000 2500 3000 3500 4000 0 200 400 600 800 1000 1200 1400 0 5 10 15 20 25 30 35 40 45 50
m,(incl.) [GeV] E™ [GeV] ET\[H, [GeV]"?
: miss miss
(a) me(inc) (b) EI (c) Ess /\/Hy
@ F T T J 1) E
210°F 05 1. 3 5 .f
g ¢ 1+ E L10°E
BT 4 HE
E +pwm 3 o
107 E e
10E 4 10E
l? 3 1=
107 E F
E L L Il L L L E 10-1?
0 05 15 25 3 35 4 0
min(Aq)(ET'"‘Ss,jet1 »)

(d) Ap(i1,2,3)» 5%1 I55) min

Events GeV

o

107t

1 | L L L L L L L E
200 400 600 80010001200140016001800200¢
p,(et) [GeV]

(g) 1% jet pr

(e) 1% jet I

>
v 104
810
8
$10°
>

w
10

R

10

-

10"

| N TSR T il A S A
100 200 300 400 500 600 700 800 900100(
pT(jetA) [GeV]

(h) 4™ jet py
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Figure B.20: Distributions of meg(inc), EXS, EMS /meg(4), Ad(i1 23y E™min, AB(i>35 EF )min,
Aplanarity, 1% jet [5], 1*! jet pr, and 4" jet pr of SRO1 in Monte Carlo simulation. The total number
of events is normalized by cross-section.

183



B Distributions of the discriminating variables

> F P T T ™ @ . af T
3 10°E E| 2108
310 8E 02 Lo 3 §'°F
2 .t 2102k 3 @, Lf
§10% 510 oo d 102
g 87 Tr— :
1o g E log
e v E 2
£ 1L il £
107 107 El 107
E -2 3 £
W Sl S FUUUTTOOTTRRTI 107g ‘ L
1000 1500 2000 2500 3000 3500 4000 0 200 400 600 800 1000 1200 1400 0 02 04 06 08__1 2
m,q(incl.) [GeV] ET'* [GeV] E7*Imey(N,,)
: miss miss ;
(a) megr(inc) (b) ET (©) EIMSS /megr(4))
0 10°F o . F T T 2 F
S F $10° 02 +SR E $10°e
G102 o F ] o F
E 2 r
; 10°¢ er,eou.gr; 107
1o 10k 3 E
F o 10¢
1 F ] E
E 1= = E
10 F ] 15
E 107 3 F
102F F i 107
07T
0 05 1 15 2 25 3 35 4 0 05 1 15 2 25 3 35 4 0 0.05 0.10.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
mln(AqJ(E:‘“,Jethia)) mm(A(p(E’T"‘SS,Jet)ﬁ)) Aplanarity
; Miss ; Miss i
(@) Ad(1,2,3) E7" Imin () Ag(ji>3, EF" )min (f) Aplanarity
2 F ' ! 210°F ! ! ] 210°F
c c 02 c E 02 3 c E
§ . foe g o 3 I
[ 10°e [y ] W10%g
£ erou. er,eou.gn E
10¢ 10F 4 10g,
1 2 3 ¥
10 101k . 10F
102F 107F 4 102 ]
E L L L L E L L 1 L L E| £ L L L B
0 05 1 15 2 25 0 01 02 03 04 05 06 0 01 02 03 04 05 06
Inget) Wi (iet) W, Giet)
st st - ath -
(g) 1% jet |n| (h) 1% jet Wk (1) 4™ jet Wy
>103 T T T > T T T gl
103 q i
8V 2 Lo 3 8t 2 Lo 3
g10°F E 21 3
& 10k Joeorin ] 2, Joeorin ]
e
E E 10 =
107 = 3
E E 10 4
-2 . B
107 10 E
O || 0] e D
0 200 400 600 8001000L200L400L600L800200( 0 100 200 300 400 500 600 700 800 900 100(
p_(et) [GeV] p,(et,) [GeV]
. st . T.h H
() I jet pr (k) 47 jet pr

Figure B.21: Distributions of meg(inc), EIS, EMS/meg(4)), Ad(j12,3) E)%“i““)min, Ad(jis3, E}n”“')min,
Aplanarity, 1% jet |5], 1% jet Wy, 4™ jet Wik, 1% jet pr, and 4™ jet pr of SRO2 in Monte Carlo simulation.
The total number of events is normalized by cross-section.
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Figure B.22: Distributions of meg(inc), EDMSS, EM /meg(4)), Ad(j12,3) E}ni”)min, A¢ (i3, E)%‘i”)mm,
Aplanarity, 1% jet |5], 1% jet Wy, 4™ jet Wik, 1% jet pr, and 4™ jet pr of SRO3 in Monte Carlo simulation.
The total number of events is normalized by cross-section.
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B Distributions of the discriminating variables
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Figure B.23: Distributions of meg(inc), EIMS, EM/meq(4)), Ad(j12,3) E)%“i““)min, Ad(jis3, E}n”“')min,
Aplanarity, 1% jet |5], 1% jet Wy, 4™ jet Wik, 1% jet pr, and 4™ jet pr of SRO4 in Monte Carlo simulation.
The total number of events is normalized by cross-section.

186



B.4 Distributions before and after BDT cut

05 Lo
+mom

=
Q
>
[
Q
2

05 Lo
+Pr»0mw

=
S
o

Events GeV
=

Events GeV

reaion

vl v By vl vl il
.

102
10 1
1=

L I I | ! ! 1
200 400 600 800 1000 1200 1400

Oprrm

! 1 ! 1 ! 1 1
1000 1500 2000 2500 3000 3500 4000

X 0.2 0.4 0.6 0.8 miss, 1 1.2
m(incl.) [GeV] E'T‘“ss [GeV] E7 /mE"(NJSIS)
: miss miss ;
(a) mege(inc) (b) ED (©) EMSS megy(4))
@900 T ] 010°F T [ARRS! 9q00C T T [
5 E o5 le 3 STE o5 le ] A o5 le 3
> E | S L ] 2 F |
o b 9 oL ] 110°E 4
B - 3L . £ 3
10 erm 10 ermw i erm ]
oL ] i i L 4
i 0% 3 108
10b 4 £ 1 E 7
0 05 1 15 2 25 3 35 4 0 05 1 15 2 25 3 35 4 0 0.05 0.10.150.2 0.25 0.3 0.35 0.4 0.45 0.5
mln(A(p(E:'ss.Jellvzvz)) mm(Aq)(ET'"‘SS,Jet)a)) Aplanarity
; Miss ; Miss i
(@) Ad(1,2,3) E** Imin () A>3, EF* )min (f) Aplanarity
P E T T 3 T =) o 10%E T T =
c £ 05 +SR 3 05 +5R 3 c E 05 +SR E|
o . 4 [ E 4
o ] E 0 10°E E
i froom ] T : froom 3
10 E 10 3
[ 1 E 108 <
2 i El £ b
10° % % ,; 1= 3
SUURTTUUSTERRREIUOUN NI . 10°F o
0 0.5 1 15 25 0 0.1 0.2 0.3 0.4 05 06 0 0.1 0.2 0.3 0.4 05 06
InGet) Wy(et) Wy(et,)
St : St : -~ ath
(&) 1% jet |n| (h) 1% jet Wik (i) 4™ jet Wik
> - T T ™ > r T T T 7
g1 o L. 3 uop
o, ofF q a
£10°¢ E £10°F
2 F oo ST
102k 3 gL
4 03
E o[
102kt i I T | I 107 | | (I AT T I
0 200 400 600 8001000120014001600180Q2001 0 100 200 300 400 500 600 700 800 900100f
p_(et) [GeV] p_(et) [GeV]
() 1% jet pr (k) 4™ jet pr

Figure B.24: Distributions of meg(inc), EDMS, EM /men(4)), Ad(j12,3) E}ni““')min, Ad(ji3, E)%""““)mm,
Aplanarity, 1% jet |57], 1% jet Wy, 4™ jet Wik, 1% jet pr, and 4™ jet pr of SROS5 in Monte Carlo simulation.
The total number of events is normalized by cross-section.
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B Distributions of the discriminating variables

B.4.2 Two-dimensional distributions

Figures B.25 show the two-dimensional distributions of the kinematic variables in the preselection
PreDHigh and SRD2.
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Figure B.25: Two-dimensional distributions of Aplanarity v.s. meg(inc), 1% jet pr v.s. 1% jet W, and 4th jet
pr v.s. 41 jet Wy in (left) PreDHigh and (right) SRD2 of the SM background events, which are normalized
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C Auxiliary material for result

C.1 Validation regions

Figures C.1 show comparisons of the data and background prediction in VRYdPhi, VRQm, and
VRQdPhi.
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Figure C.1: Numbers of observed data and the SM background prediction in (a) VRYdPhi, (b) VRQm, and (d)
VRQdPhi after the background-only fit. Each bin indicates an observed number of data (Black point) and a
predicted number of the SM background (Color filled bars). Each color shows a different background process.
The red shaded band to the SM total background represents its total uncertainties. The bottom panel shows the
number of the data divided by the number of the total background prediction.
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C Auxiliary material for result

C.2 Yield tables

Tables C.1-C.10 show the yields in the SR and CRs for SRD1-D5 and SRO1-05.

SRD1 channel CRT CRW CRQ CRY SR
Observed events 5 12 124 41 23
Fitted bkg events 5.01 £ 1.60 11.99 +3.54 124.08 + 11.56 40.99 + 6.40 19.17 £5.52
Fitted Multijets events 0.00 +0.00 0.00 +0.00 103.37 £ 14.63 0.00 +0.00 0.04+0-04
Fitted Wjets events 3.65+1.52 10.98 +3.78 10.21 +£3.75 0.20 +£0.08 7.09 £ 2.66
Fitted Zjets events 0.02 +0.01 0.11 +£0.03 4.84 £2.04 0.02 +0.01 10.06 + 4.94
Fitted GAMMAjets events 0.00 + 0.00 0.00 + 0.00 0.00 + 0.00 40.65 + 6.40 0.00 + 0.00

. . 2.00 0.49 8.00 0.18 1.21
Fitted Top events 121775 0.27%-57 4.4875 0% 0.0975 00 0.52%)-5,
Fitted Diboson events 0.12+0.09 0.63 £ 0.05 1.19+0.19 0.03 +0.00 1.46 £ 0.51
MC exp. SM events 8.74 10.55 118.14 47.45 21.08
MC exp. Multijets events 0.00 0.00 82.19 0.00 0.03
MC exp. Wjets events 2.84 8.52 7.94 0.15 5.51
MC exp. Zjets events 0.02 0.13 5.58 0.02 11.59
MC exp. GAMMAjets events 0.00 0.00 0.00 46.79 0.00
MC exp. Top events 5.76 1.27 21.25 0.45 2.49
MC exp. Diboson events 0.12 0.63 1.19 0.03 1.46

Table C.1: SRD1 : Background fit results for the CRT, CRW, CRQ, CRY and SR regions, for an integrated
luminosity of 36.1 fb~!'. Nominal MC expectations (normalized to MC cross-sections) are given for comparison.
The errors shown are the statistical plus systematic uncertainties. The errors shown for the signal region are
systematic uncertainties only.
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C.2 Yield tables

SRD2 channel CRT CRW CRQ CRY SR
Observed events 3 12 210 89 29
Fitted bkg events 3.30£3.05 11.75 £3.07 210.00 + 23.32 89.02+9.44 28.30 £5.42
Fitted Multijets events 0.00 +0.00 0.00 +0.00 189.80 = 21.07 0.00 +0.00 0.00*9-00
Fitted Wjets events 3.01£1.02 10.02 £3.12 10.10 £3.52 0.21 £0.09 5.57+1.84
Fitted Zjets events 0.01 +0.01 0.14+0.12 8.19*28,46 0.03 +0.01 17.91 + 4.01
Fitted GAMMAjets events 0.00 + 0.00 0.00 + 0.00 0.00 + 0.00 87.07 £9.51 0.00 + 0.00

: 2.91 0.58 11.92 0.33 1.04
Fitted Top events 0.00%5- 0o 0.00%5-00 0.00% 50 0.00*7-50 0.00%,0o
Fitted Diboson events 0.27 £0.11 1.59+£0.98 1.91+£0.77 1.70 + 1.46 4.83 +2.60
MC exp. SM events 11.01 17.41 244.86 97.47 34.52
MC exp. Multijets events 0.00 0.00 193.93 0.00 0.00
MC exp. Wjets events 4.38 14.43 14.56 0.31 8.04
MC exp. Zjets events 0.02 0.15 8.57 0.04 19.42
MC exp. GAMMAjets events 0.00 0.00 0.00 94.73 0.00
MC exp. Top events 6.35 1.26 25.90 0.72 2.26
MC exp. Diboson events 0.27 1.57 1.89 1.68 4.81

Table C.2: SRD2 : Background fit results for the CRT, CRW, CRQ, CRY and SR regions, for an integrated
luminosity of 36.1 fb~!. Nominal MC expectations (normalized to MC cross-sections) are given for comparison.
The errors shown are the statistical plus systematic uncertainties. The errors shown for the signal region are
systematic uncertainties only.

SRD3 channel CRT CRW CRQ CRY SR
Observed events 7 12 87 75 20
Fitted bkg events 7.09+1431 11.98 £ 3.61 87.06 + 17.68 74.97 £ 8.70 24.24 +7.82
Fitted Multijets events 0.00 + 0.00 0.00 + 0.00 79.93 £ 10.13 0.00 + 0.00 0.00*9-00
Fitted Wijets events 3.95+1.49 10.96 + 3.42 4.13 = 1.64 0.26 = 0.09 5.73+£2.82
Fitted Zjets events 0.02 +0.01 0.10 £ 0.04 2.09*5-04 0.07 £0.02 14.10 £3.73
Fitted GAMMAjets events 0.00 + 0.00 0.00 + 0.00 0.00 + 0.00 73.22 +8.73 0.00 + 0.00
Fitted Top events 0.03*13.26 0.01%2-5¢ 0.04+17.28 o.oojg;gé 0.01+-83
Fitted Diboson events 3.08 + 1.25 0.91+0.35 0.87 +0.47 1424122 4.39+2.32
MC exp. SM events 15.51 15.30 83.57 93.36 31.64
MC exp. Multijets events 0.00 0.00 66.53 0.00 0.00
MC exp. Wjets events 4.70 13.00 4.90 0.31 6.80
MC exp. Zjets events 0.02 0.12 2.59 0.09 17.53
MC exp. GAMMAjets events 0.00 0.00 0.00 91.09 0.00
MC exp. Top events 7.68 1.28 8.68 0.46 2.93
MC exp. Diboson events 3.10 0.91 0.87 1.41 4.39

Table C.3: SRD3 : Background fit results for the CRT, CRW, CRQ, CRY and SR regions, for an integrated
luminosity of 36.1 fb~!. Nominal MC expectations (normalized to MC cross-sections) are given for comparison.
The errors shown are the statistical plus systematic uncertainties. The errors shown for the signal region are
systematic uncertainties only.
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C Auxiliary material for result

SRD4 channel CRT CRW CRQ CRY SR
Observed events 59 38 25 153 76
Fitted bkg events 59.00 + 7.68 38.00 +6.17 25.01 £5.34 153.00 + 12.37 98.12 + 33.87
Fitted Multijets events 0.00 + 0.00 0.00 + 0.00 17.21 + 8.98 0.00 + 0.00 0.00 + 0.00
Fitted Wjets events 10.09 + 3.67 28.85+7.59 1.23 +£0.64 0.47 £0.16 20.37 £5.87
Fitted Zjets events 0.10 £ 0.07 0.14 +0.04 0.56 +0.45 0.15+0.04 35.92 +6.95
Fitted GAMMAjets events 0.00 + 0.00 0.00 + 0.00 0.00 + 0.00 149.18 + 12.39 0.00 + 0.00
Fitted Top events 44.88 +9.16 5.59 +3.65 5.77+5.59 0.92 +0.67 320573322
Fitted Diboson events 3.92+1.53 3.42+1.15 0.24 +£0.15 2.28+0.77 9.78 £4.27
MC exp. SM events 56.18 44.14 44.80 191.49 108.42
MC exp. Multijets events 0.00 0.00 37.20 0.00 0.00
MC exp. Wjets events 12.46 35.61 1.53 0.58 25.15
MC exp. Zjets events 0.13 0.18 0.71 0.19 45.18
MC exp. GAMMAjets events 0.00 0.00 0.00 187.62 0.00
MC exp. Top events 39.66 4.94 5.12 0.82 28.32
MC exp. Diboson events 3.92 3.42 0.24 2.28 9.78

Table C.4: SRD4 : Background fit results for the CRT, CRW, CRQ, CRY and SR regions, for an integrated
luminosity of 36.1 fb~!. Nominal MC expectations (normalized to MC cross-sections) are given for comparison.
The errors shown are the statistical plus systematic uncertainties. The errors shown for the signal region are
systematic uncertainties only.

SRDS channel CRT CRW CRY SR
Observed events 37 39 161 85
Fitted bkg events 36.91 £ 6.07 39.11 £6.26 161.06 + 12.69 83.85+8.91
Fitted Multijets events 0.00 + 0.00 0.00 + 0.00 0.00 + 0.00 0.00 + 0.00
Fitted Wjets events 6.08 +1.78 27.87 £6.96 0.52+0.16 16.16 +4.21
Fitted Zjets events 0.07 +£0.02 0.32 £0.05 0.12 +£0.04 44.26 +5.91
Fitted GAMMAjets events 0.00 = 0.00 0.00 + 0.00 157.16 + 12.69 0.00 + 0.00
Fitted Top events 29.64 + 6.60 5.80 £2.28 0.57 +£0.43 13.65 +5.40
Fitted Diboson events 1.12+£0.26 5.12£0.68 2.68 £0.10 9.78 £3.05
MC exp. SM events 53.49 57.52 185.10 105.64
MC exp. Multijets events 0.00 0.00 0.00 0.00
MC exp. Wjets events 9.53 43.69 0.82 25.33
MC exp. Zjets events 0.07 0.36 0.14 50.87
MC exp. GAMMAjets events 0.00 0.00 180.63 0.00
MC exp. Top events 42.77 8.36 0.82 19.66
MC exp. Diboson events 1.12 5.11 2.68 9.78

Table C.5: SRDS5 : Background fit results for the CRT, CRW, CRY and SR regions, for an integrated luminosity
of 36.1 fb~!. Nominal MC expectations (normalized to MC cross-sections) are given for comparison. The
errors shown are the statistical plus systematic uncertainties. The errors shown for the signal region are
systematic uncertainties only.
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SROI channel CRT CRW CRQ CRY SR
Observed events 4 6 53 19 6
Fitted bkg events 3.99 +1.82 6.04 £2.48 52.94 +7.28 18.97 £4.35 6.32 £2.27
Fitted Multijets events 0.00 +0.00 0.00 +0.00 48.96 +7.50 0.00  0.00 0.00*9-00
Fitted Wjets events 1.91 £ 1.06 5.22+2.71 1.50 +£0.85 0.06 +0.03 2.29 +1.24
Fitted Zjets events 0.02 £ 0.01 0.09 £ 0.03 0.70 £ 0.42 0.01 +0.00 3.06 £ 1.97
Fitted GAMMAjets events 0.00 + 0.00 0.00 + 0.00 0.00 + 0.00 18.87 £4.35 0.00 + 0.00
Fitted Top events 2.04+2-18 0.3670-3 1.60*}-78 0.04+9-0¢ 0.46%0-33
Fitted Diboson events 0.02+0.01 0.36 £ 0.09 0.19+0.14 0.00 £ 0.00 0.50 £0.17
MC exp. SM events 13.51 8.73 46.24 33.75 11.20
MC exp. Multijets events 0.00 0.00 34.27 0.00 0.00
MC exp. Wjets events 2.27 6.21 1.78 0.07 2.72
MC exp. Zjets events 0.04 0.16 1.23 0.02 5.43
MC exp. GAMMAjets events 0.00 0.00 0.00 33.46 0.00
MC exp. Top events 11.19 2.00 8.78 0.21 2.55
MC exp. Diboson events 0.02 0.36 0.19 0.00 0.50

Table C.6: SRO1 : Background fit results for the CRT, CRW, CRQ, CRY and SR regions, for an integrated
luminosity of 36.1 fb~!. Nominal MC expectations (normalized to MC cross-sections) are given for comparison.
The errors shown are the statistical plus systematic uncertainties. The errors shown for the signal region are
systematic uncertainties only.

SRO2 channel CRT CRW CRQ CRY SR
Observed events 20 5 30 30 23
Fitted bkg events 20.00 = 4.47 4.99 +2.23 29.97+5.48 30.01 +5.48 17.38 +4.13
Fitted Multijets events 0.00 +0.00 0.00 +0.00 23.19+8.24 0.00 +0.00 0.00*3-00
Fitted Wjets events 1.26*]-22 3.02+2.99 0.520-3 0.0170-01 L7145
Fitted Zjets events 0.01 +0.00 0.07 +0.02 0.30£0.19 0.03 +0.01 4.88 +1.51
Fitted GAMMAjets events 0.00 +0.00 0.00 +0.00 0.00 0.00 29.34+5.50 0.00 +0.00
Fitted Top events 18.50 + 4.81 1.55%-% 5.94 £5.81 0.37*0-% 7.15+3.19
Fitted Diboson events 0.23+0.10 0.34+0.10 0.02 +0.01 0.26 +0.16 3.63+2.48
MC exp. SM events 26.32 11.51 28.19 58.59 27.01
MC exp. Multijets events 0.00 0.00 18.81 0.00 0.00
MC exp. Wjets events 3.83 9.19 1.58 0.03 5.21
MC exp. Zjets events 0.01 0.14 0.59 0.05 9.62
MC exp. GAMMAjets events 0.00 0.00 0.00 57.79 0.00
MC exp. Top events 22.24 1.85 7.20 0.45 8.57
MC exp. Diboson events 0.23 0.34 0.02 0.26 3.61

Table C.7: SRO2 : Background fit results for the CRT, CRW, CRQ, CRY and SR regions, for an integrated
luminosity of 36.1 fb~!. Nominal MC expectations (normalized to MC cross-sections) are given for comparison.
The errors shown are the statistical plus systematic uncertainties. The errors shown for the signal region are
systematic uncertainties only.
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C Auxiliary material for result

SRO3 channel CRT CRW CRY SR
Observed events 52 10 49 37
Fitted bkg events 52.03 +7.31 10.07 +3.13 49.07 £7.01 34.53 +5.58
Fitted Multijets events 0.00 = 0.00 0.00 = 0.00 0.00 = 0.00 0.00 +0.00

. iate 2.01 5.80 0.04 3.72
Fitted Wijets events 1.22%749 3.5873% 0.02*-55 2.28%3-1¢
Fitted Zjets events 0.01 £ 0.01 0.06 + 0.03 0.05 +0.01 9.54 +2.88
Fitted GAMMAjets events 0.00 + 0.00 0.00 + 0.00 47.81 £7.02 0.00 + 0.00
Fitted Top events 50.20 +7.92 4.58+7-4 0.57 +0.44 20.05 +6.94
Fitted Diboson events 0.60 +0.33 1.85+0.41 0.62 +0.13 2.65 +£0.93
MC exp. SM events 47.13 20.06 79.85 44.09
MC exp. Multijets events 0.00 0.00 0.00 0.00
MC exp. Wjets events 4.85 14.23 0.08 9.06
MC exp. Zjets events 0.02 0.10 0.08 15.68
MC exp. GAMMAjets events 0.00 0.00 78.60 0.00
MC exp. Top events 41.66 3.89 0.47 16.70
MC exp. Diboson events 0.60 1.85 0.62 2.65

Table C.8: SRO3 : Background fit results for the CRT, CRW, CRY and SR regions, for an integrated luminosity
of 36.1 fb~!. Nominal MC expectations (normalized to MC cross-sections) are given for comparison. The
errors shown are the statistical plus systematic uncertainties. The errors shown for the signal region are
systematic uncertainties only.

SRO4 channel CRT CRW CRY SR
Observed events 263 80 355 253
Fitted bkg events 262.93 +16.21 80.09 + 8.96 354.99 +18.84 241.60 +42.99
Fitted Multijets events 0.00 + 0.00 0.00 + 0.00 0.00 + 0.00 0.00 + 0.00
Fitted Wijets events 14.19 £ 5.50 43.10 £ 13.60 0.42+0.18 33.69"35 0
Fitted Zjets events 0.15£0.04 0.56 +0.19 0.16 £ 0.04 66.46 + 14.06
Fitted GAMMAjets events 0.00 + 0.00 0.00 +0.00 347.97 + 18.88 0.00 +0.00
Fitted Top events 246.01 £ 17.64 25.89 +8.79 2.68 +1.06 118.94 +20.75
Fitted Diboson events 2.59+1.21 10.54 +4.20 3.76 +0.90 22.51 +8.76
MC exp. SM events 342.63 138.07 537.12 346.41
MC exp. Multijets events 0.00 0.00 0.00 0.00
MC exp. Wjets events 30.90 94.04 0.92 73.45
MC exp. Zjets events 0.23 0.85 0.24 101.02
MC exp. GAMMAjets events 0.00 0.00 528.84 0.00
MC exp. Top events 308.92 32.62 3.36 149.36
MC exp. Diboson events 2.59 10.55 3.77 22.57

Table C.9: SRO4 : Background fit results for the CRT, CRW, CRY and SR regions, for an integrated luminosity
of 36.1 fb~!. Nominal MC expectations (normalized to MC cross-sections) are given for comparison. The
errors shown are the statistical plus systematic uncertainties. The errors shown for the signal region are
systematic uncertainties only.
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C.2 Yield tables

SROS5 channel

CRT

CRW

CRY

SR

Observed events

822

448

1694

1047

Fitted bkg events

821.93 +28.67

447.99 £21.17

1694.10 £ 41.16

1014.17 + 80.67

Fitted Multijets events 0.00 +0.00 0.00 +0.00 0.00 = 0.00 0.00%0-%
Fitted Wjets events 80.15 + 18.45 298.20 +42.01 3.73+£0.74 205.93 +36.90
Fitted Zjets events 1.08 £0.34 3.05+1.59 0.96 +£0.17 409.43 + 68.54
Fitted GAMMAjets events 0.00 + 0.00 0.00 + 0.00 1662.69 + 41.50 0.00 + 0.00
Fitted Top events 724.66 + 35.76 101.26 + 31.75 9.72 £3.35 317.57 £41.63
Fitted Diboson events 16.04 +4.81 45.48 £ 11.53 17.01 £4.77 81.24 +31.77
MC exp. SM events 996.87 620.67 2075.07 1271.28
MC exp. Multijets events 0.00 0.00 0.00 0.00
MC exp. Wjets events 121.06 451.14 5.65 311.52
MC exp. Zjets events 1.32 3.73 1.17 502.19
MC exp. GAMMAjets events 0.00 0.00 2039.74 0.00
MC exp. Top events 858.49 120.32 11.52 376.36
MC exp. Diboson events 16.01 45.48 16.99 81.22

Table C.10: SROS : Background fit results for the CRT, CRW, CRY and SR regions, for an integrated luminosity
of 36.1 fb~!. Nominal MC expectations (normalized to MC cross-sections) are given for comparison. The
errors shown are the statistical plus systematic uncertainties. The errors shown for the signal region are

systematic uncertainties only.
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C Auxiliary material for result

C.3 Background-only fit in each BDT ranges

Figures C.2 and C.3 show comparisons of the data and background prediction in each BDT ranges
of SR. The prediction is obtained by background-only fit in each BDT ranges. CRs in each fit is
defined by the same BDT range as in SR.
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Figure C.2: Numbers of observed data and the SM background prediction in each BDT range of (a) D1, (b) D2,
(c) D3, (d) D4, and (e) D5 BDT scores after the background-only fit in each BDT range. Each bin indicates
an observed number of data (Black point) and a predicted number of the SM background (Color filled bars).
Each color shows a different background process. The red shaded band to the SM total background represents
its total uncertainties. The bottom panel shows the number of the data divided by the number of the total

background prediction.
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Figure C.3: Numbers of observed data and the SM background prediction in each BDT range of (a) O1, (b) 02,
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its total uncertainties. The bottom panel shows the number of the data divided by the number of the total
background prediction.
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