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Abstract

The ATLAS (A Toroidal Lhc ApparatuS) experiment at the Large Hadron Collider (LHC)
explores the frontiers of particle physics. The experiment needs to control huge backgrounds
to perform the entire physics programs. The muon trigger system of ATLAS filters events
containing high transverse momentum (pT) muons and is one of the key components to conduct
the challenging task. This study utilizes the full performance of the muon trigger system.

The W±Z process is one of interesting Standard Model processes because the process has
not been tested at sufficient level at the past experiments. Furthermore anomalous Triple Gauge
Couplings beyond the Standard Model could be observed in the production. TheW±Z→ ℓνℓ′ℓ′

channel can be identified with less backgrounds compared to the other processes because of the
three highpT leptons coming from W and Z bosons. However, there are still significant back-
grounds in the LHC environment. The event and object selections to reduce those backgrounds
have been optimized. The isolation requirement for leptons is expected to largely reduce the
backgrounds and the effect of this requirement on the analysis has been investigated. Finally
theW±Z production cross section at

√
s = 7 TeV is measured to be 19.0+1.4

−1.3 (stat.)±0.9 (syst.)
±0.4 (lumi.) pb with 4.6 fb−1 data. This result is consistent with the Standard Model prediction
within the uncertainties. The limit on anomalous Triple Gauge Coupling is also determined.

Both results are consistent with the Standard Model prediction. The dominant uncertainty
is statistics. Therefore further test with data with higher statistics is desirable. This study has
confirmed that a precise measurement of anomalous TGC in theWZprocess is a good probe to
the search for physics beyond the Standard Model.
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Chapter 1

Introduction

The Standard Model of particle physics (SM) which was established in 1970’s has tremendous
success. Large Hadron Collider (LHC) was built at CERN to get a clearer picture of the SM, to
explore the TeV energy region where new phenomena are expected to be observed, and to make
it clear whether the Higgs boson really exists, or not. The ATLAS (A Toroidal Lhc ApparatuS)
experiment was designed to catch extensive range of signals which indicate interesting physics.
The experiment is expected to bring fruitful new knowledges concerning the elementary particle
physics, and they could change our world view.

The SM can explain almost all phenomena of the elementary particles which have been
observed until today. It is composed of the following two presuppositions.

• Minimum composition elements of materials are quarks and leptons. They are fermions
and six types are known for both quarks and leptons.

Quarks Protons and neutrons, which compose all materials, consist of the up quark hav-
ing electric charge of+2

3e and the down quark having the charge of−1
3e. They are

bound together by the strong force. And they are also involved in the weak interac-
tion as a pair. In addition to the up and down quarks, charm, strange, bottom and top
quarks exist. While the charm and top quarks have the charge of+2

3e, the strange
and bottom have the charge of−1

3e. The charm quark makes an isospin doublet with
the strange quark and the top quark makes a pair with the bottom quark.

Leptons In the elementary particles composing material, the ones which are not involved
in the strong interaction are called leptons. The leptons are further divided into two
types, one is charged leptons which are electron (e), muon (µ), tau (τ) and the other
is neutral leptons which are electron neutrino (νe), muon neutrino (νµ), tau neutrino
(ντ). The neutral leptons are also called neutrinos. Each neutrino makes a pair with
each charged lepton and compose an isospin doublet, which is involved in the weak
interaction.

• The force between the particles is mediated by gauge bosons and the mechanism is ex-
plained in a frame of a gauge theory. The forces which the SM treats are the electromag-
netic force mediated by photons (γ), the weak force mediated byW± andZ bosons, and
the strong force mediated by gluons. The source of the electromagnetic force is the elec-
tric charge, the one for weak force is the weak charge which all quarks and leptons have.
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The source of the strong interaction is three types of color charges and the interaction has
S U(3) symmetry. And the electromagnetic force and the weak force are unified as the
electroweak interaction, which hasS U(2)× U(1) symmetry.

Figure1.1shows the relation of quarks, leptons and forces.

Figure 1.1: Quarks, leptons and force carriers in the SM.

The unification of the electroweak interaction is a key ingredient for the Standard Model.
In the following sections, we see how the electromagnetic and weak forces are unified with the
gauge theory and what the unified theory predicts.
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1.1 The Unification of Electroweak Interaction

In nature, several types of fundamental interaction or fields act between particles, and many
physicists tried to understand the interrelation between the different fundamental fields.

In the late 1960’s Weinberg, Salam, and Glashow described how it might be possible to treat
electromagnetic and weak interactions as different aspects of a single electroweak interaction,
with the same coupling. In this section, firstly we see how the gauge theory introduces elec-
tromagnetic and weak interactions naturally, and then the idea of unification of the electroweak
interaction is presented.

1.1.1 U(1) Gauge Symmetry (The Quantum Electrodynamics)

The Dirac Lagrangian for a free fermion with mass ofm can be written as

L = iψ̄γµ∂µψ −mψ̄ψ, (1.1)

whereψ is the Dirac spinor. Here consider a local phase transformation for theψ as

ψ→ eiθ(xν)ψ, (1.2)

whereθ(xν) depends on space and time in a completely arbitrary way. An infinite set of phase
transformations forms a unitary group calledU(1). Sinceθ(xν) is a scalar quantity, theU(1)
group is said to be Abelian. The Lagrangian, however, is not invariant for the transformations.
In order to make the Lagrangian gauge invariant under such the local phase transformations, the
derivative∂µ needs to be modified to the covariant derivativeDµ as

Dµ ≡ ∂µ − ieAµ,

wheree corresponds to the electric charge andAµ is a vector field, or called the gauge field,
which transforms with the local gauge transformation as

Aµ → Aµ −
1
e
∂µθ(x

ν). (1.3)

Under the simultaneous transformation on∂µψ andAµ we get

L = iψ̄γµDµψ −mψ̄ψ =
{
iψ̄γµ∂µψ −mψ̄ψ

}
+ eψ̄γµψAµ. (1.4)

By demanding a local gauge invariance, we are forced to introduce the gauge fieldAµ. The field
couples to the Dirac particle with strength−e, thus which can be regarded as the photon field.

To get the complete Lagrangian of the Quantum Electrodynamics (QED), a term corre-
sponding to the kinetic energy of the photon field has to be added to the above Lagrangian. The
term, also, must be invariant under the transformation (1.3). Since the photon field is a vector
field of spin 1, it can be expressed by the Proca Lagrangian, which is

L = −1
4

FµνFµν +
1
2

m2AνAν. (1.5)
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The second term showing the mass of the boson, however, is not invariant. It means that if the
local gauge symmetry is required the photon has to be massless. Finally, the Lagrangian of the
Quantum Electrodynamics (QED) can be expressed with the Lagrangian of (1.4) and the first
term of the Proca Lagrangian as

L = {
iψ̄γµ∂muψ −mψ̄ψ

}
+ eψ̄γµψAµ −

1
4

FµνF
µν. (1.6)

1.1.2 The Grashow-Weinberg-Salam (GWS) Theory

S U(2) gauge symmetry

While a simple local phase transition as seen in theU(1) belongs to the Abelian group, more
complex phase transformations specified by non-commuting operators belong to the non-Abelian
groups. Such gauge transformations were proposed by Yang and Mills in 1954 [28], and in-
volved fields containing both charged and neutral massless bosons. Specifically, they chose the
groupS U(2) of isospin, which involves the non-commuting Pauli matrices.

In the weak interaction, a left handed fermion in the same generation can change into the
partner of the doublet. This means the weak interaction is a symmetric interaction for left-
handed fermions. In an analogous fashion to QED, here a local gauge symmetry is required on
the weak interaction. At first, consider a two fermion field which can be treated as doublet.

ψ ≡
(
ψ1

ψ2

)
ψ̄ =

(
ψ̄1, ψ̄2

)
(1.7)

whereψ1 andψ2 are the Dirac spinors. The Lagrangian of two fermions without interaction
between them can be express as

L = iψ̄γµ∂µψ − ψ̄Mψ, (1.8)

whereM is a matrix of

M =

(
m 0
0 m.

)
(1.9)

m is the masses of the two fermions. Consider a local phase transformation for theψ of the form

ψ→ Uψ, (1.10)

where theU is a unitary matrix described as

U = exp(iθ) exp(iλ (xν) · τ) , (1.11)

whereλ(xν) is an vector whose components are real numbers chosen arbitrarily at different
space-time pointsx, τ is a vector of Pauli matricesτ1, τ2, τ3. Since the Lagrangian is not invari-
ant under the transformation, the derivative∂µ needs to be modified to the covariantDµ to make
it gauge invariant as

Dµ ≡ ∂µ + igWµ · τ, (1.12)
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whereWµ is a vector of three vector fieldsWµ ≡
(
W1µ ,W2µ ,W3µ

)
, g is a real number which rep-

resents a strength of the interaction between fermions and vector fieldsWµ. TheWµ transforms
with the local gauge transformation as

Wµ · τ→ UWµ · τU† + i
1
g

(
∂µU

)
U†. (1.13)

Under the simultaneous transformation on∂µψ andWµ we get

L = iψ̄γµDµψ − ψ̄Mψ =
{
iψ̄γµ∂µψ − ψ̄Mψ

} − gψ̄γµ
(
Wµ · τ

)
ψ. (1.14)

The third term of the Lagrangian represents the interaction between the field of fermion pair
and the gauge field with a strength−g. Like the case of QED, a term corresponding to the
kinetic energy of the gauge field has to be added to the above Lagrangian to get the complete
one. SinceS U(2) is a non-Abelian group unlikeU(1), theFµν tensor is modified to be gauge
invariant under the local gauge transformation ofS U(2).

Fµν ≡ ∂µWν − ∂νWµ − 2g (Wµ ×Wν) . (1.15)

Finally, the Lagrangian can be expressed with the Lagrangian of (1.14) and the first term of the
Proca Lagrangian with modifiedFµν tensor as

L = {
iψ̄γµ∂muψ − ψ̄Mψ

} − gψ̄γµ
(
Wµ · τ

)
ψ − 1

4
FµνF

µν. (1.16)

The masses of gauge bosons are prohibited as in the case of QED.

The Weinberg-SalamS U(2) × S U(1) model

In 1967-1968 Weinberg and Salam proposed a gauge theory unifying weak and electromagnetic
interactions based on anS U(2) group of weak isospinT and aU(1) group of weak hypercharge
Y [29] [30]. Consider a left-handed massless fermion pair forming isospin doubletsψ1 and two
right-handed massless fermions, which are isosingletsψ2 andψ3. In a case of an electron and
its neutrino, they are

ψ1 =

(
νeL

eL

)
, ψ2 = νeR, ψ3 = eR. (1.17)

For the case of up and down quarks, they are

ψ1 =

(
uL

dL

)
, ψ2 = uR, ψ3 = dR. (1.18)

The Lagrangian without interactions is

L0 =

3∑
j=1

iψ̄ jγ
µ∂µψ j . (1.19)
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The localS U(2)× U(1) transformationG which is for the left and right-handed components is

ψ1
G−→ ψ′1 ≡ exp(iλ(xν) · τ) exp(iY1Λ(xν))ψ1,

ψ2
G−→ ψ′2 ≡ exp(iY2Λ(xν))ψ2,

ψ3
G−→ ψ′3 ≡ exp(iY3Λ(xν))ψ3, (1.20)

whereYj is a weak hypercharge defined as

Q ≡ T3 +
Y
2
, (1.21)

whereQ is the electric charge andT3 is the third component of the weak isospin which can
have±1

2. Invariance of theL0 under the transformation is obtained by introducing a covariant
derivative of the form

Dµ ≡ ∂µ + igWµ ·
τ

2
+ ig′

Yj

2
Bµ. (1.22)

With the transformation and the local gauge transformation described in Equation (1.3) and
(1.13) we get,

L =

3∑
j=1

iψ̄ jγ
µDµψ j

=

3∑
j=1

iψ̄ jγ
µ∂µψ j

+iψ̄1γ
µ
{
ig

(
W1µ

τ1

2
+W2µ

τ2

2

)}
ψ1

+iψ̄1γ
µ
(
igW3µ

τ3

2

)
ψ1 +

3∑
j=1

iψ̄ jγ
µ

(
ig′

Yj

2
Bµ

)
ψ j . (1.23)

The second term which is namedLCC
int (CC: Charged Current) here shows the interaction be-

tween fermions and gauge bosonsW+ andW−. TheW+ andW− are defined as below.

W±
µ ≡ 1

√
2

(
W1µ ∓ iW2µ

)
. (1.24)

With W+ andW−,LCC
int can be also expressed as

LCC
int = iψ̄1γ

µ
{
ig

(
W1µ

τ1

2
+W2µ

τ2

2

)}
ψ1

= iψ̄1γ
µ

{
i
g
2

(
0 W1µ − iW2µ

W1µ + iW2µ 0

)}
ψ1

= − g
√

2
ψ̄1γ

µ

(
0 W+

µ

W−
µ 0

)
ψ1. (1.25)
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It shows that regardless of leptons or quarks,W± bosons couple to fermions with the strength
−g. ForW3µ andBµ in Equation (1.23), any state mixing these two fields is possible.(

Aµ

Zµ

)
≡

(
cosθW sinθW

− sinθW cosθW

) (
Bµ

W3µ

)
, (1.26)

whereAµ andZµ are the electromagnetic field and the weak neutral field, respectively,θW is the
Weinberg angle which is determined by experiments and it is

sin2 θW ≃ 0.23. (1.27)

With Aµ andZµ, the third term in the Equation (1.23) which is namedLNC
int (NC: Neutral Current)

here can be expressed as

LNC
int = −

3∑
j=1

ψ̄ jγ
µ
[
Aµ

(
gsinθWT3 + g′ cosθW

Yj

2

)
−Zµ

(
gcosθWT3 − g′ sinθW

Yj

2

)]
ψ j . (1.28)

Considering the fact that the electromagnetic field does not couple directly neutrinos and the
coupling of the electromagnetic field has the strength required in QED as seen in the Section
1.1.1 we get,

gsinθW = g′ sinθW = e. (1.29)

TheLNC
int can be finally written with the above Equation and (1.21),

LNC
int =

3∑
j=1

eψ̄ jγ
µQψ jAµ +

3∑
j=1

e
sinθW cosθW

ψ̄ jγ
µ
(
T3 − Qsin2 θW

)
ψ jZµ. (1.30)

This term shows us that theAµ couples to fermions with the charge ofQeand the neutral weak
bosonZµ couples to fermions with the strength of e

sinθW cosθW

(
T3 − Qsin2 θW

)
. Table1.1 shows

the coupling constants between the Z boson and each fermion.
Now we see that the electromagnetic and weak interactions are successfully led from a

common gauge transformation ofS U(2)L × U(1)Y.
The term of the kinetic energy for four gauge bosonsLgauge also needs to be added and

which is expressed as

Lgauge= −
1
4

BµνBµν −
1
4

WµνWµν, (1.31)

whereBµν andWµν are defined as

Bµν ≡ ∂µBν − ∂νBµ,

Wµν ≡ ∂µWν − ∂νWµ − 2g (Wµ ×Wν) . (1.32)

The masses of gauge bosons are also prohibited by the requirement of the local gauge symmetry
for S U(2)× U(1).
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fermion T3 Q T3 − Qsin2 θW

νeL νµL ντL +1
2 0 +1

2
eL µL τL −1

2 -1 −1
2 + sin2 θW

νeR νµR ντR 0 0 0
eR µR τR 0 -1 sin2 θW

uL cL tL +1
2 +2

3 +1
2 −

2
3 sin2 θW

dL sL bL −1
2 −1

3 −1
2 +

1
3 sin2 θW

uR cR tR 0 +2
3 −2

3 sin2 θW

dR sR bR 0 −1
3 +1

3 sin2 θW

Table 1.1: Coupling constants between a Z boson and fermions

The Higgs mechanism As described above, mass terms of gauge bosons are prohibited by
the gauge symmetry. However, the actualW andZ bosons have mass [25] of

mW = 80.399± 0.023 GeV, (1.33)

mZ = 91.1876± 0.0021 GeV. (1.34)

To getW± andZ bosons massive without breaking the local gauge symmetry, four real scalar
fieldsϕi are introduced. A LagrangianLscalar which is S U(2) × U(1) gauge invariant for the
scalar fields is

Lscalar =
(
Dµϕ

)†
Dµϕ − V(ϕ†ϕ), (1.35)

whereDµ is a covariant derivative which has the same structure of Equation (1.22). Theϕi must
also belong toS U(2) × U(1) multiplets. The most economical choice for theϕ is to arrange
four fields in an isospin doublet with weak hyperchargeY = 1.

ϕ =

(
ϕ+

ϕ0

)
(1.36)

ϕ+ ≡ (ϕ1 + iϕ2) /
√

2,

ϕ0 ≡ (ϕ3 + iϕ4) /
√

2,

where+, 0 represent the electric charge of each complex component. As the potentialV(ϕ†ϕ)
in Equation (1.35),

V(ϕ†ϕ) = µ2ϕ†ϕ + λ(ϕ†ϕ)2 (1.37)

is chosen. In the case ofµ2 < 0 andλ > 0, the potential has its minimum at a finite value where

ϕ†ϕ = −µ
2

2λ
. (1.38)

Since theLscalar is local gauge invariant underS U(2) transformations, we can choose a vacuum
expectation value ofϕ as below by performing the transformation for theϕ(xν).

ϕvacuum =

√
1
2

(
0
v

)
, (1.39)

v =
µ

λ
.
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A choice of the actual vacuum state among them violatesS U(2)×U(1) symmetry. This mecha-
nism is called spontaneous symmetry breaking. AlthoughϕvacuumbreaksS U(2)×U(1) symme-
try, U(1) symmetry remains unbroken sinceϕvacuum is neutral. As a result, the photon remains
massless by the spontaneous symmetry breaking. If a field of real functionh(xν) is introduced
in theϕvacuum,

ϕvacuum =

√
1
2

(
0

v+ h(xν)

)
. (1.40)

With the Equation (1.26), the gauge boson masses are identified by substituting the above vac-
uum expectation value into the LagrangianLscalar.

Lscalar =
1
2
∂µh∂

µh+ µ2h2 +

g2v2

4
W+W− +

√
g2 + g′2

8
v2ZµZ

µ +

g2vh
4

W+W− +

√
g2 + g′2

8
vhZµZ

µ +O(h2). (1.41)

The first term is the kinetic term of the SM Higgs boson, the term from second to fourth are the
mass terms of Higgs (mH), W (mW) andZ (mZ) bosons, respectively,

mH =
√
−2µ2, (1.42)

mW = gv/2, (1.43)

mZ =
√

g2 + g′2v/2. (1.44)

The vacuum expectation value is calculated asv = (
√

2GF)1/2 ∼ 246 GeV. The fifth and sixth
terms in Equation (1.41) are the interaction between Higgs and W,Z bosons.

Fermion masses are also explained by the Higgs mechanism and by introducing Yukawa
LagrangianLYukawa. To summarize the section here, the Lagrangian in the Weinberg-Salam
model is expressed as

Lweinberg−salam= L0 +LCC
int +LNC

int +Lgauge+Lscalar+LYukawa. (1.45)

1.1.3 Decay of the Weak Bosons

W boson W bosons are generated and decay only through the interaction with two fermions
which make up a left-hand isospin doublet. The tree level Feynman diagram of theW → f f̄ ′

( f : fermion) vertex is depicted in Figure1.2. Decays to quark states which contain quarks in
different generations like (u, s) is realized through an off-diagonal element of the CKM Matrix.

The decay width of theW boson to leptons is written with an assumption that the lepton
mass is negligible

Γ(W± → l±ν) =
g2mW

48π

=
GFm3

W

6
√

2π
. (1.46)
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W�
`+; `�; q

�`; �`; q0
Figure 1.2: Tree level Feynmann diagram of theW→ f f̄ ′ vertex.

Also the decay width to quarks can be written as

Γ(W± → qiqj) = Nc|Vi j |2Γl

= C
GFm3

W

2
√

2π
|Vi j |2, (1.47)

whereNc (=3) is the color factor andVi j is the corresponding CKM-Matrix element.C is a
correction for QCD effect. Actual possible pairs to which theW bosons can decay are listed in
Table1.2 [25].

Decay mode Branching ratio [%]
eνe 10.75± 0.13
µνµ 10.57± 0.15
τντ 11.25± 0.20

hadrons 67.60± 0.27

Table 1.2: Branching ratio ofW boson [25].

Z boson The Z boson can couple to both left-handed and right-handed fermions. The tree
level Feynman diagram of theZ→ f f̄ vertex is depicted in Figure1.3.

Z=
�
l; �; q

l; �; q
Figure 1.3: Tree level Feynmann diagram of theZ→ f f̄ vertex.
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The decay width ofZ→ f f̄ channel is written as

Γ(Z→ f f ) =
Nc fg2

zmz

48π
(1− 4x)

1
2 [v2

f (1+ 2x) + a2
f (1− 4x)]

=
Nc fGNm3

z

6
√

2π
(1− 4x)

1
2 [v2

f (1+ 2x) + a2
f (1− 4x)]. (1.48)

wherex = m2/m2
Z (m is fermion mass).Nc f accounts for the QCD corrections as well as QED

corrections [25].
Here, ignoring mass of quarks and leptons, one obtains

Γ(Z→ f f ) = 2(v2
f + a2

f )Nc fΓν,

Γν =
GNm3

Z

12
√

2π
. (1.49)

Γν is a decay width for a certain type of a neutrino pair.
Actual possible pairs to whichZ bosons can decay are listed in Table1.3,

Decay mode Branching ratio [%]
e+e− 3.363± 0.004
µ+µ− 3.366± 0.007
τ+τ− 3.367± 0.008

invisible 20.0± 0.06
hadrons 69.91± 0.06

Table 1.3: Branching ratio ofZ boson [25].

1.1.4 Self-coupling of Bosons in the Electroweak Interaction

TheLgaugein Equation (1.45) can be also rewritten with the photonAµ and three weak bosons
W+

µ ,W
−
µ ,Zµ instead ofBµ andWµ [31]. In that case this Lagrangian can be divided into two

groups, one is for Triple Gauge Couplings (TGC) and the other is for Quartic Gauge Couplings
(QGC),

Lgauge= LTGC+LQGC

More specifically each term is expressed as

LTGC = −iecotθW[
(
∂µW−ν − ∂νW−µ) W+

µ Zν
− (
∂µW+ν − ∂νW+µ) W−

µ Zν +W−
µ W+

ν (∂µZν − ∂νZµ)]

−ie[
(
∂µW−ν − ∂νW−µ) W+

µ Aν

− (
∂µW+ν − ∂νW+µ) W−

µ Aν +W−
µ W+

ν (∂µAν − ∂νAµ)], (1.50)
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LQGC = −
e2

2 sinθ2
W

[
(
W+

µ W−µ
)2
−W+

µ W+µW−
ν W−ν]

−e2 cotθ2
W

(
W+

µ W−µZνZ
ν −W+

µ ZµW−
ν Zν

)
−e2 cotθW

(
2W+

µ W−µZνA
ν −W+

µ ZµW−
ν Aν −W+

µ AµW−
ν Zν

)
−e2

(
W+

µ W−µAνA
ν −W+

µ AµW−
ν Aν

)
. (1.51)

These self-coupling terms are a result of the fact thatS U(2)×U(1) is a non-Abelian group.
This prediction by the GWS theory is important since diagrams containing the self-coupling
can cancel the divergence of other diagrams and make the theory well-behaved.

Here considere−e+ → W+W− process as an example [32]. Figure1.4 shows the diagrams
at the lowest order and Figure1.5shows theWWVvertex, whereV is γ or Z.

e+

W� W+

e+
�e

(a) CC

e�e� e+

W+W�



(b) EM

e�e� e+

W+W�
Z0

(c) NC

Figure 1.4: Diagrams of the processe+e− →W+W− at tree level.
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Figure 1.5: WWVvertex.V = Z, γ.

The vertex can be expressed as

iΓµνλV = −iγV

[
(q1 − q2)

µ gνλ + (q2 − k)ν gλµ + (k− q1)
λ gµν

]
, (1.52)

γZ = ecotθW,

γγ = e,

wheregµν is the metric tensor of Lorentz transformation andk,q1,q2 are kinetic variables as
shown in Figure1.5. By the conservation of momentum,

k+ q1 + q2 = 0. (1.53)

The cross-section ofe−e+ →W+W− is calculated by those relational expressions.

σ(e+e− →W+W−) =
πα2β

2sx2
W

{[
(1+ λ + 2λ2)

1
β

ln

(
1+ β
1− β −

5
4

)]
+

m2
Z(1− 2xW)

(s−m2
Z)

[
2(2λ + λ2)

1
β

ln

(
1+ β
1− β

)
− 1

12λ
− 5

3
− λ

]
+

m4
Z(1− 4xW + 8x2

W)

(s−m2
Z)

[
β2

(
1
λ2
+

20
λ
+ 12

)]}
, (1.54)

β =
√

1− 4λ,

λ =
m2

W

s
,

xW = sin2 θW.

At s→ ∞, the first term becomes dominant,

σ(s≫ m2
W)→

(
πα2

2x2
W

)
1
s

ln
s

m2
W

. (1.55)

Figure1.6 shows the cross-section ofe+e− → W+W− as a function ofEcm which denotes
center of mass energy, which was measured by LEP. While each diagram in Figure1.4diverges
at highs, they behaves properly as a total because each contributions are canceled suitably by
each other. Thus the existence of self-couplings is important for the theory to be renormalizable.
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Figure 1.6: Production cross-section ofW+W− in e+e− collisions measured at LEP is shown as
a function of the center of mass energy,Ecm =

√
s [1].

1.1.5 Anomalous Triple Gauge Coupling (aTGC)

As seen in the previous section, the vertex is completely determined by the electroweak gauge
structure in the SM, therefore a precise measurement of the vertex is a good test for the structure
of S U(2) × U(1). A di-boson process is a good probe for such test. Figure1.7 showsW±Z
production at the tree level, which is of particular interest in the study among the di-boson
processes.

q̄′ Z

q W

(a) t-channel

q̄′ Z

q W

(b) u-channel

W

q̄′

q

Z

W

TGC

(c) s-channel

Figure 1.7: Diagrams of WZ production in hadron collisions.

To test the structure of self-coupling of bosons, it is useful to extend the SM to a more
generalWWZ vertex. In this way, additional coupling constants are introduced which de-
scribe possible manifestations of new physics beyond the Standard Model, and both the SM
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and anomalous couplings can be measured or constrained by data. TheWWZvertex is gener-
ally parameterized in a phenomenological effective Lagrangian [33]. If only the terms which
conserve chargeC and parityP separately are considered, the general effective Lagrangian
reduces to

LWWZ

gWWZ
= i

[
gZ

1

(
W+

µνW
−µZν −W−

µνW
+µZν

)
+ κZW+

µ W−
ν Zµν +

λZ

m2
W

W+
ρµW

−µ
ν Zνρ

]
, (1.56)

wheregWWZ = −e cotθW, θW is the weak mixing angle.Xµν = ∂µXν − ∂νXµ andgZ
1 , κ

Z, andλZ

are the anomalous coupling parameters that will be constrained in the analysis. WhengZ
1 =

1, κZ = 1, λZ = 0, this Lagrangian boils down to the one of SM as shown in the Equation (1.50).
In theW±Z productiongZ

1 andλZ are proportional to ˆs, whereasκZ is proportional to
√

ŝ, the
four-momentum squared of theW±Z system.

Unitarity violation arises when radiative correction from this new effective Lagrangian is
larger than the tree level contributions. To avoid tree level unitarity violation, the anomalous
couplings must vanish as

√
ŝ → ∞. To achieve this an arbitrary cut-off or form factor has

traditionally been introduced according to

α(ŝ) =
α0(

1+ ŝ
Λ2

)2
, (1.57)

whereα stands for∆gZ
1,∆κ

Z, or λZ, the deviations of the anomalous couplings from the SM
value, andα0 is the value of the anomalous coupling at low energy. A dipole form factor was
used andΛ, the ”scale of new physics”, was typically chosen to be 2 TeV at the Tevatron [3] [4]
and one is chosen to be infinity at the LHC.

1.1.6 Expected Cross-section of theW±Z Production in Proton-Proton
Collisions at 7 TeV

In proton-proton high energy collisions, the scattering proceeds via partons in the protons. The
cross-sectionσ(pp→ VV′) with V,V′ =W± or Z or γ is schematically given by [34]

dσ =
∑

i j

∫ ∫
dx1dx2 ×

{
fi(x1, µF) f j(x2, µF) + f j(x1, µF) fi(x2, µF)

}
dσ̂i j , (1.58)

where thefi( j) is a momentum distribution functions of the partons, which are called Parton
Distribution Functions (PDFs), for the i-th (j-th) parton with momentum fraction ofxi( j) and
a factorization-scale parameterµF, σ̂ is the cross-section for the sub-process leading to the
desiredVV′ final state. As shown in Equation (1.58), a set of PDFs is needed to predict the
rates of the various processes in hadron collisions. For theW±Z study in the ATLAS, the CT10
[2], which is one of the PDFs sets, is employed to estimateW±Z events in the simulation. The
PDFs of CT10 whenµF = 85 GeV are shown in Figure1.8.

In order to calculate the Standard Model cross-section ofW±Z, the window of invariant
mass of two leptons coming from theZ boson is needed to be defined since there exists theZ-γ
interference. The window for the totalWZcross sectionσWZ in this thesis is defined as

66< mll < 116 GeV (1.59)
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Figure 1.8: Parton distribution functions of CT10 [2].

to be consistent with the earlier ATLAS study such as the measurement of inclusiveZ boson
cross section [35]. Finally the cross-section in proton-proton collision at 7 TeV is calculated
with the CT10 and MCFM [36], which is

σW±Z = 17.6+1.1
−1.0 pb. (1.60)

The uncertainty comes from the renormalization and factorization scales, and the PDF
parametrizations.
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1.2 The Motivation and Significance of This Study

Many results by the past experiments have supported the idea of the GWS theory. However,
self-coupling of gauge bosons including triple gauge couplings (TGCs), which are predicted by
the theory, has not yet been determined with a sufficient precision.

Di-boson processes are a good probe for the test. Anomalous TGCs are proportional to
the center-of-mass-energy ˆs, that is why the Large Hadron Collider experiment is the most
suitable one for the measurement since its ˆs is higher than any other past experiments. Among
the di-boson processes, theW±Z events can be produced only by Tevatron and LHC colliders
since the events can not be generated at LEP, and hence its measurement is less precise than
the other processes. TheW±Z → ℓνℓ′ℓ′ (ℓ andℓ′ : lepton, ν : neutrino) has three highpT

leptons, therefore even in the early days of the operation and the severe environment of the
hadron colliders, the events can be observed relatively efficiently in spite of the small branching
ratio of leptonic decays. The CDF experiment has observed 63 candidate events of the process
so far. Figure1.9 and Table1.4 show the limit on aTGC by the CDF and D0 experiments. At
the LHC, a order of a hundred events are expected to be observed in theℓνℓ′ℓ′ channels even at
the early days of the operation.
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Figure 1.9: Limits on aTGC by the CDF and D0 experiments [3], [4].

Besides that, this process is a significant background to the Higgs boson [37] and charged
objects coming from potential new physics such asW′ boson [38] [39]. Therefore it is also
important to know this process well in order to search those physics.

With the above motivations, this thesis is aiming to determine the production cross-section
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Observed 95 % Confidence Interval (C.I.) (Λ = 2 TeV)
CDF D0

∆gZ
1 [-0.08, 0.20] [-0.056, 0.154]

∆κZ [-0.39, 0.90] [-0.400, 0.675]
λZ [-0.08, 0.010] [-0.077, 0.093]

Table 1.4: Observed 95 % C.I. on the aTGC by the CDF and D0 experiments.

of W±Z events in proton-proton collisions at 7 TeV which is the highest center-of-mass-energy
ever and measure the anomalous Triple Gauge Couplings.

In this thesis, firstly some physics backgrounds for the study are presented in Chapter 1. In
Chapter 2 we will see the systems of the Large Hadron Collider and the ATLAS experiment.
After describing the event and object selections for theW±Z study in Chapter 3, how to measure
the cross-section and anomalous TGCs and their results will be shown in Chapter 4 and 5.
Following some discussion in Chapter 6, Chapter 7 concludes this study.

1.3 Major Contributions

The author contributed on following items.

• Made a test bench for electronics modules of the muon end-cap trigger system, which are
used to keep readout information until arriving a signal that decides whether the event
should be recorded or not, and tested those modules before the installation.

• Installed modules and performed commissioning with a test pulse and the cosmic rays for
the muon trigger system.

• Researched and developed a new hardware logic on a new readout module which will be
used at the upgraded LHC which is planned in the future.

• Contributed to establish the procedure of measurement for the muon trigger and recon-
struction efficiency and evaluated the efficiency with collision data for the first time.

• Contributed to measure theW±Z production in proton-proton collisions at
√

s = 7 TeV,
which is the main theme of this thesis [40].



Chapter 2

Experimental Conditions

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) was built by CERN to reveal the physics beyond the Standard
Model with center-of-mass collision energies of up to 14 TeV [41]. It lies in a tunnel 27 km
in circumference in the underground of the France-Swiss border near Geneva, Switzerland.The
tunnel has eight straight sections and lies between 45 m and 170 m below the surface on a plane
inclined at 1.4% sloping towards the lake Leman in Geneva. Figure2.1shows the overview of
the Large Hadron Collider [5]. The LHC is a proton-proton collider. Protons for the beams are
obtained from hydrogen atoms. They are injected from the linear accelerator (LINAC2) into
the PS Booster, then the Proton Synchrotron (PS), followed by the Super Proton Synchrotron
(SPS), and finally the beams reach the LHC ring.

Basic concept of the LHC

The number of events per second generated in the collisions is given by

Nevent= Lσevent, (2.1)

whereσevent is the cross section for the event under study andL the machine luminosity. The
machine luminosity depends only on the beam parameters and can be written for a Gaussian
beam distribution as

L =
N2

bnb frevγr

4πεnβ∗
F, (2.2)

whereNb is the number of particles per bunch,nb the number of bunches per beam,frev the revo-
lution frequency,γr the relativistic gamma factor,εn the normalized transverse beam emittance,
β∗ the beta function at the collision point, andF the geometric luminosity reduction factor due
to the crossing angle at the interaction point (IP), which is given by

F = (1+ (
θcσz

2σ∗
)2)−1/2, (2.3)



2.1 The Large Hadron Collider 21

Figure 2.1: The overview of the Large Hadron Collier [5]. Protons for the beams are obtained
from hydrogen atoms. They are injected from the linear accelerator (LINAC2) into the PS
Booster, then the Proton Synchrotron (PS), followed by the Super Proton Synchrotron (SPS),
and finally the beams reach the LHC ring.
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θc is the full crossing angle at the IP,σz the RMS bunch length, andσ∗ the transverse RMS
beam size at the IP. The above expression assumes round beams, withσz ≪ β, and with equal
beam parameters for both beams.

The LHC has two high luminosity experiments, ATLAS and CMS, which are aiming at
a peak luminosity of 1034 cm−2s−1. In order to achieve the luminosity, the LHC employed
proton-proton beams instead of anti-proton-proton beams. Therefore the collider needs to have
two beam channels and opposite magnetic dipole fields for counter-rotating. Considering the
requirement and the restricted space in the tunnel, the LHC chose to use twin bore magnets
that consist of two sets of coils and beam channels within the same mechanical structure and
cryostat. The cross section of the LHC beam pipe is shown in Figure2.2.

Figure 2.2: Cross section of the LHC two-in-one dipole magnet [6].

Performance goals and the one in 2011

The LHC started the operation at the end of 2009, and since then its performance has been
improving towards the aiming performance. The design parameters and the ones achieved in
2011 are shown in Table2.1.
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LHC parameter Design 2011

Proton energy [TeV] 7.0 3.5
Center-of-mass energy [TeV] 14.0 7.0

Protons per bunchNb 1.15× 1011 1.2× 1011

Bunch spacing [ns] 25 75 (until March), 50
Maximum number of bunches per beamnb 2808 1331

Optimalβ-fucntionβ∗ [m] 0.55 1.5 (until August), 1.0
Mean number of interactions per crossing ∼ 20 6.3 (β∗ = 1.5 m), 11.6 (β∗ = 1.0 m)

Peak luminosity [ cm−1s−1 ] 1.0× 1034 3.6× 1033

Table 2.1: The design parameters of the LHC and the ones in 2011 [26] [27].
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2.2 The ATLAS Experiment

This section describes the ATLAS experiment system. In order to achieve the physics goals in
the severe experiment environment of the LHC, below items are required for the LHC detectors.

• The electronics and sensors of the detectors must be fast and radiation-hard.

• The detector granularity has to be high to handle the high particle fluxes and to reduce the
influence of overlapping events.

• Acceptance in pseudorapidity and azimuthal angle coverage should be as large as possi-
ble.

• In order to be an acceptable trigger rate, efficient triggering system is required even for
the low transverse-momentum.

Following sections clear up how the ATLAS detector achieves these requirements.

2.3 The ATLAS Detector

2.3.1 Coordinate System of the ATLAS

The coordinate system and nomenclature used to describe the ATLAS detector are mentioned
here. Figure2.3 shows them. The nominal interaction point is defined as the origin of the co-
ordinate system. The beam direction defines the z-axis and the x-y plane is transverse to the
beam direction. While the positive x-axis is defined as pointing from the interaction point to
the center of the LHC ring, the positive y-axis is defined as pointing upwards. The detector can
be distinguished into two sides, as the plane where z is zero is the boarder plane. The side of
positive z is defined as the side-A (Mt. Jura side) and the one of negative z is defined as the
side-C (Geneva side). The polar angleθ is the angle from the beam axis. The pseudorapid-
ity is defined asη = − ln tan(θ/2). The transverse momentumpT, the transverse energyET,
and the missing transverse energyEmiss

T are defined in the x-y plane. The distance∆R in the
pseudorapidity-azimuthal angle space is defined as∆R =

√
∆η2 + ∆ϕ2.

2.3.2 Overview of the ATLAS Detector

The overall ATLAS detector layout is shown in Figure2.4 and its designed performance are
listed in Table2.2.

The ATLAS detector is nominally forward-backward symmetric with respect to the inter-
action point. The innermost part of the detector is a precision tracking system covering the
pseudorapidity range|η| < 2.5. It consists of silicon pixels, silicon strips, and straw-tube cham-
bers operating in a 2 T axial magnetic field supplied by a superconducting solenoid. Outside the
solenoid are highly segmented electromagnetic and hadronic calorimeters covering|η| < 4.9.
The outermost subsystem is a large muon spectrometer covering|η| < 2.7, which reconstructs
muon tracks and measures their momenta using the azimuthal magnetic field produced by three
sets of air-core superconducting toroids.
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Figure 2.3: Coordinate System. The beam direction defines the z-axis and the x-y plane is
transverse to the beam direction. The positive x-axis is defined as pointing from the interaction
point to the center of the LHC ring and the positive y-axis is defined as pointing upwards. The
detector can be distinguished into two sides, as the plane where z is zero is the boarder plane.
The side of positive z is defined as the side-A and the one of negative z is defined as the side-C.

Figure 2.4: Cut-away view of the ATLAS detector [7].
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This analysis primarily uses the inner detector and the electromagnetic calorimeter to re-
construct electrons, the inner detector and the muon spectrometer to reconstruct muons, and the
electromagnetic and hadronic calorimeters to reconstruct the missing momentum transverse to
the beam line,Emiss

T .

Detector component Required resolution η coverage
Measurement Trigger

Tracking σpT/pT = 0.05% pT ⊕ 1% ±2.5
EM calorimetry σE/E = 10%

√
E ⊕ 0.7% ±3.2 ±2.5

Hadronic calorimetry (jets)
barrel and end-cap σE/E = 50%

√
E ⊕ 3% ±3.2 ±3.2

forward σE/E = 100%
√

E ⊕ 10% 3.1 < |η| < 4.9 3.1 < |η| < 4.9
Muon spectrometer σpT/pT = 10% atpT = 1 TeV ±2.7 ±2.4

Table 2.2: Designed Performance

2.3.3 Inner Detector

Figure 2.5: A cut-away view of the Inner detector (ID) [7].

The ATLAS Inner Detector (ID) is designed to provide robust pattern recognition, excellent
momentum resolution and vertex measurements for charged tracks within the pseudorapidity
range|η| < 2.5. It also provides electron identification over|η| < 2.0 within a wide range of
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Figure 2.6: A detailed configuration of the ATLAS Inner Detectors [8].

energies between 0.5 GeV and 150 GeV. The overview of ID is shown in Figure2.5 and the
cross-section in the R-z plane is shown in Figure2.6.

The ID is contained within a cylindrical envelope of length±3512 mm and of radius 1150 mm.
It is installed in a solenoidal magnetic field of 2 T and consists of three independent but com-
plementary sub-detectors, which are the Pixel detector, the Semi-Conductor Tracker (SCT) de-
tector and the Transition Radiation Tracker (TRT).

Pixel and SCT Detectors (Silicon Detector)

The Pixel detector is located at the innermost part of the ID and the SCT is installed outside the
Pixel. The Pixel and SCT are collectively called the Silicon detector. While they are arranged
on cylinders around the beam pipe in the barrel region, they are located on disks perpendicular
to the pipe in the end-cap region.

The Pixel has three layers in both barrel and end-cap region. The innermost layer in the
barrel is called b-layer, which is located at the radius of 51 mm from the beam line. The
thickness of modules is 250µm. All pixel modules are identical and minimum pixel size on a
sensor is 50×400µm2. They are operated at 150 V and which can be up to 600 V depending on
the sensor position and the integrated luminosity for good charge collection efficiency after ten
years operation. The Pixel achieves high-resolution pattern recognition capabilities by using
discrete space-points. While barrel modules measure theϕ and z positions of tracks, end-cap
modules measure theϕ and R positions. The intrinsic spacial resolution in the end-cap is 10µm
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for ϕ and 115µm for z, the one in the barrel is 10µm for ϕ and 115µm for R.
The SCT consists of stereo pairs of silicon microstrip layers. In the barrel region, the SCT

has four cylindrical layers and uses small angle of 40 mrad stereo strips with a pitch of 80µm to
measure not only R-ϕ position but also z position. In the end-cap region, there are nine disks at
each side, and a set of stereo strips runs at angle of 40 mrad in addition to a set of strips running
radially from the beam axis. As with the barrel, the mean pitch of the strips are also 80µm.
While the intrinsic accuracies per module in the barrel are 17µm for R-ϕ and 580µm for z, the
ones in the end-cap are 17µm for R-ϕ and 580µm for R.

TRT Straw Tubes

The TRT is located at the outermost part, which comprises many layers of gaseous straw tube
elements interleaved with radiators consisting of polypropylene foils or fibers. The straw tubes
of 4 mm diameter are 144 cm long in the barrel region whereas the one in the end-cap region
is 37 cm. They are arranged in parallel to the beam axis in the barrel region and are arranged
radially in wheels in the end-cap region. For both the barrel and end-cap straws, the anodes are
31µm diameter tungsten (99.95%) wires plated with 0.5-0.7 µm gold, the cathodes are operated
typically at .1530 V to give a gain of 2.5×104 for the chosen gas mixture of 70% Xe, 27% CO2

and 3% O2 with 5-10 mbar over-pressure. The TRT provides continuous tracking with those
tubes and improves the momentum resolution over|η| < 2.0. In addition to the tracking capa-
bilities, the TRT provides electron identification by detecting the transition radiation photons
emitted in the fiber or foils interleaved between the straws. While only the R-ϕ information
is provided in the barrel only the R-z information is provided in the end-cap. The intrinsic
accuracy per straw is 130µm.

The harsh environment and the pile-up from multiple interactions per bunch crossing require
a high detector granularity. The overall weight and material budget of the ID (in terms of
radiation lengthX0 and interaction lengthλ) are therefore large. Figure2.7shows the integrated
radiation length,X0, and interaction lengthλ, traversed by a straight track as a function of|η| at
the exit of the ID envelope.

Figure 2.7: Material distribution in the inner detector as a function of|η| [8].

As a result of the large material distribution, below issues arise [42]:
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• Many electrons lose energy through bremsstrahlung before reaching the electromagnetic
calorimeter.

• Considerable photons convert into an electron-positron pair before reaching the cryostat
of the liquid Argon (LAr) and the electromagnetic calorimeter.

• A significant fraction of charged pions undergoes an inelastic hadronic interaction inside
the inner detector volume.

To reduce these effects, energy information of particles measured by the calorimeter is used
and cuts on impact parameters are applied in the analysis. More details are in the Section 2.5.3
and 3.2.2.

2.3.4 Calorimeter

The ATLAS calorimeters consist of a number of sampling detectors with fullϕ-symmetry and
coverage around the beam axis and cover the range|η| < 4.9. Figure2.8shows a cut-away view
of the calorimeters and the pseudorapidity coverage and granularity are summarized in Table
2.3.

Figure 2.8: A cutaway view of the ATLAS Calorimeters [7].

The calorimeters closest to the beam-line are housed in three cryostats, one barrel and
two end-caps. While the barrel cryostat contains the electromagnetic barrel calorimeter, the
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end-cap cryostat contains an electromagnetic end-cap calorimeter (EMEC), a hadronic end-cap
calorimeter (HEC) located behind the EMEC and forward calorimeter (FCal) to cover the re-
gion closest to the beam. The FCal is further split into one electromagnetic module (FCal1) and
two hadronic modules (FCal2 and FCal3) as shown in Figure2.9. All these calorimeters use
liquid argon as the active detector medium. The liquid argon has been chosen for its intrinsic
linear behavior, its stability of response over the time and its intrinsic radiation-hardness.

For the outer hadronic calorimeter, the sampling medium consists of scintillator tiles and
the absorber medium is steel. The tile calorimeter is composed of three parts, one central barrel
and two extended barrels. The choice of this technology provides maximum radial depth for the
least cost for ATLAS.

Figure 2.9: The layout of the calorimeters in the endcap and forward region. All the calorime-
ters are housed in the same cryostat [9].

Electromagnetic Calorimeter

The precision electromagnetic calorimeters are lead-liquid argon detectors with accordion-
shape absorbers and electrodes. The geometry provides naturally a full coverage inϕ without
any cracks, and a fast extraction of the signal at the rear or at the front of the electrodes. The
electromagnetic barrel calorimeter covers the region at 0< |η| < 1.475 and the EMEC covers
1.375 < |η| < 3.2. In the barrel, the accordion waves are axial and run inϕ, and the folding
angles of the waves vary with radius to keep the liquid-argon gap constant. A module in the
barrel is shown in Figure2.10. It has three layers. The readout granularity of the different
layers is shown in Table2.3. In the end-caps, the waves are parallel to the radial direction and
run axially. The absorbers are made of lead plates and the thickness is 1.53 mm for|η| < 0.8
and 1.13 mm for|η| > 0.8. The change in lead thickness at|η| = 0.8 limits the decrease of the
sampling fraction as|η| increases.
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The EM calorimeter has a fine segmentation in both the lateral (η×ϕ space) and longitudinal
directions of the shower. At high energy, most of the shower energy is collected in the second
layer which has a lateral granularity of 0.025× 0.025 inη × ϕ space. The first layer consists
of finer-grained strips in theη direction (with a coarser granularity inϕ), which offer excellent
γ-π0 discrimination. These two layers are complemented by a presampler layer placed in front
in the region (0< |η| < 1.8) with coarse granularity to correct for energy lost in the material
before the calorimeter, and by a third EM layer, which enables a correction to be made for the
tail for very highly energetic EM showers.

The calorimeter system also has electromagnetic coverage at higherη (3.1 < |η| < 4.9)
provided by the FCal1. To optimize the resolution and the heat removal, copper was chosen as
the absorber for FCal1.

Hadronic calorimeter

The hadronic calorimetry is covered by the tile calorimeter in the range 0< |η| < 1.7, the HEC
in the range 1.5 < |η| < 3.2 and the FCal in the range 3.1 < |η| < 4.9.

The tile calorimeter located behind the liquid argon electromagnetic calorimeter is subdi-
vided into a central barrel and two extended barrels. The central barrel is 5.8 m and two extended
barrels are 2.6 m in length and each has an inner radius of 2.28 m and an outer radius of 4.25
m. The tile calorimeter is a sampling calorimeter using steel as the absorber and scintillator as
the active medium. The structure is sketched in Figure2.11.

Photomultiplier

Wavelength-shifting fibre

Scintillator Steel

Source

tubes

Figure 2.11: A schematic view of a scintillator tile calorimeter module [9].

The HEC is a copper/liquid-argon sampling calorimeter with a flat-plate design, which cov-
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ers the range 1.5 < |η| < 3.2 and shares each of the two liquid-argon end-cap cryostats with the
EMEC and FCal. The HEC consists of two wheels in each end-cap cryostat, a front wheel is
called HEC1 and a rear wheel is called HEC2. The wheels are cylindrical with an outer radius
of 2030 mm. The size of readout cells is∆η × ∆ϕ = 0.1 × 0.1 in the region 1.5 < |η| < 2.5
and 0.2 × 0.2 in the region 1.5 < |η| < 3.2.

The FCal is located in the same cryostats as the end-cap calorimeters and covers 3.1 < |η| <
4.9. In order to minimize energy losses in cracks between the calorimeter systems and also
limit the backgrounds which reach the muon system, the structure is quite hermetic. As the
FCal modules are located at highη at a distance of approximately 4.7 m from the interaction
point, they are exposed to high particle fluxes.This requires its design to have small liquid-argon
gaps. To provide containment and minimize the lateral spread of hadronic showers, tungsten
was used as the absorber in FCal2 and FCal3.

Calorimeters must detect electromagnetic and hadronic showers with little leakage to pro-
vide a good resolution, and must also limit punch-through into the muon system. Therefore the
depth of the calorimeter is important. The total thickness of the EM calorimeter is greater than
22 in radiation lengths (X0) in the barrel region, whereas the one in the end-caps is greater than
24 X0. For the interaction lengths (λ), it is approximate 9.7λ of active calorimeter in the barrel
and 10λ in the end-caps. The numbers of radiation and interaction length in front of and in the
electromagnetic and hadronic calorimeters are shown in Figure2.12and2.13.
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Figure 2.12: Cumulative amounts of material in units ofX0 (radiation length) and as a function
of |η| in front of and in the EM calorimeters. (a) The total amount of material in front of the
presampler layer and in front of the first layer of the EM calorimeters over the fullη range. (b)
The thickness of each layer as well as the material in front of the first layer in the barrel. (c)
The thickness of each layer as well as the material in front of the first layer in the endcap [9].
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Figure 2.13: Cumulative amount of material in units ofλ (interaction length) as a function of
|η| in front of and in the EM calorimeters, in each hadronic layer, the total amount at the end
of the active calorimetry and the total amount of material in front of the first active layer of the
muon spectrometer [9].
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Barrel End-cap

EM calorimeter
Granularity∆η × ∆ϕ versus |η|

Presampler 0.025× 0.1 (|η| < 1.52) 0.025× 0.1 (1.5 < |η| < 1.8)
Calorimeter 0.025/8× 0.1 (|η| < 1.40) 0.050× 0.1 (1.375< |η| < 1.425)
1st layer 0.025× 0.025 (1.40< |η| < 1.475) 0.025× 0.1 (1.425< |η| < 1.5)

0.025/8× 0.1 (1.5 < |η| < 1.8)
0.025/6× 0.1 (1.8 < |η| < 2.0)
0.025/4× 0.1 (2.0 < |η| < 2.4)
0.025× 0.1 (2.4 < |η| < 2.5)
0.1× 0.1 (2.5 < |η| < 3.2)

Calorimeter 0.025× 0.025 (|η| < 1.40) 0.050× 0.025 (1.375< |η| < 1.425)
2nd layer 0.025× 0.025 (1.40< |η| < 1.475) 0.025× 0.025 (1.425< |η| < 2.5)

0.1× 0.1 (2.5 < |η| < 3.2)
Calorimeter 0.050× 0.050 (|η| < 1.35) 0.050× 0.025 (1.5 < |η| < 2.5)
3rd layer

LAr hadronic end-cap
Granularity∆η × ∆ϕ versus |η|

HEC 0.1× 0.1 (1.5 < |η| < 2.5)
0.2× 0.2 (2.5 < |η| < 3.2)

LAr forward calorimeter
Granularity∆η × ∆ϕ versus |η|

FCal1 3.0× 2.6 (3.15< |η| < 4.30)
(EM) ∼ four times finer

(3.10< |η| < 3.15), (4.30< |η| < 4.83)
FCal2 3.3× 4.2 (3.24< |η| < 4.50)
(Hadronic) ∼ four times finer

(3.20< |η| < 3.24), (4.50< |η| < 4.81)
FCal3 5.4× 4.7 (3.32< |η| < 4.60)
(Hadronic) ∼ four times finer

(3.29< |η| < 3.32), (4.60< |η| < 4.75)

Scintillator tile calorimeter
Granularity∆η × ∆ϕ versus |η|

Tile 0.1× 0.1 (|η| < 1.0) 0.1× 0.1 (0.8 < |η| < 1.7)

Table 2.3: Granularity of the calorimeter
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2.3.5 Muon Spectrometer

The muon spectrometer is located at the outer part of the ATLAS detector. It is designed to
detect charged particles exiting the calorimeters and to measure their momentum in the pseu-
dorapidity range|η| < 2.7. It also designed to trigger on these particles in the region|η| < 2.4.
The precision momentum measurement is performed by the Monitored Drift Tube chambers
(MDTs) and Cathode-Strip Chambers (CSC). The MDT covers the range|η| < 2.7 except the
innermost end-cap layer over the range|η| > 2.0 where CSC covers instead. The performance
goal is a stand-alone transverse momentum resolution of approximately 10 % for 1 TeV tracks,
which translates into a sagitta of about 500µm needs to be measured with a resolution of
≤ 50µm.

The MDT and CSC are complemented by a system of fast trigger chambers. As the trig-
ger chambers, Resistive Plate Chambers (RPC) covers the barrel region|η| < 1.05, Thin Gap
Chambers (TGC) covers the end-cap region (1.05 < |η| < 2.4). The cross-section of the muon
system is shown in Figure2.14and2.15.

Both in the end-cap and barrel, there are three MDT stations. In the end-cap, the first TGC
layer is located in front of the innermost MDT layer atz ≃ 7 m, the other three TGC layers
stand in front and behind the second MDT wheel atz ≃ 13 m. In the barrel, the second MDT
station is located between the first and second RPC layers and the third MDT layer stands in
front of the third RPC layer.

Figure2.16shows their locations inη-ϕ space. In each of these the muon will traverse a
particular set of detector layers. The ten regions are labelled and described below:

• barrel large: large barrel stations;

• barrel small: small barrel stations;

• barrel overlap: overlap between small and large barrel stations;

• feet: region of the feet supporting the detector; some chambers are missing in this region
which makes the muon reconstruction more difficult;

• transition: transition region between the barrel part and the endcap wheels;

• endcap small: small endcap sectors, MDT chambers;

• endcap large: large endcap sectors, MDT chambers;

• BEE: sectors containing barrel extended endcap chambers;

• CSC small: small endcap sectors, CSC chambers, outside TRT acceptance;

• CSC large: large endcap sectors, CSC chambers, outside TRT acceptance.
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Figure 2.14: A schematic R-z view of the ATLAS muon spectrometer [10].
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Figure 2.15: A schematic R-ϕ view of the ATLAS muon spectrometer [11].
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Figure 2.16: η-ϕ map of the coverage of the ten detector regions [12].

MDT

The basic element of MDT chambers is a pressurized drift tube with a diameter of 29.970
mm, which is generated with Ar/CO2 gas (ratio: 93%/ 7%) at 3 bar. The electrons which are
generated by ionization are collected at the central tungsten-rhenium wire with a diameter of 50
µm at a potential of 3080 V. A schematic drift tube of the MDT is shown in Figure2.17. The
maximum drift time of the tube from the wall to the wire is about 700 ns. A track passing close
to the wire thus generates a pulse train with a duration of this order. To prevent an inflation of
the data volume by multiple track hits, an adjustable dead-time has been implemented in the
front-end of the readout chain.

Figure 2.17: A drift tube of the MDT [13].

All regular MDT chambers consist of two groups of tube layers, called multi-layers, sep-
arated by a mechanical spacer. In the innermost layer of the muon detector, each multi-layer
consists of four tube layers to enhance the pattern-recognition performance, while each multi-
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layer consists of three tube layers in the middle and outer station of the muon spectrometer.
Figure2.18and2.19show the structure of a barrel chamber and an end-cap chamber, respec-
tively.

Longitudinal beam

In-plane alignment

Multilayer

Cross plate

Figure 2.18: A schematic view of a barrel MDT chamber [13].

As shown in Figure2.20, the chamber alignment of muon spectrometer is crucial for the
momentum resolution at highpT region wherepT is greater than a few hundreds GeV. In
order to achieve the required momentum resolution at highpT region, every tube was carefully
constructed and was arranged in a frame with an adequate accuracy. In addition to that, an
internal chamber alignment system was implemented, which continuously monitors potential
deformations of the frame. The alignment system consists of a set of four optical alignment
rays as shown in Figure2.18and Figure2.19.

Due to the tight construction tolerances and to the continued monitoring of global chamber
deformations, the relative positions of MDT wires are sufficiently well known for the accuracy
of a track segment in the tube layers to be limited only by the single-tube resolution (about 80
µm). Therefore, the resolution on the central point of a track segment in a 3- or 4-tube multi-
layer is 50µm and 40µm, respectively, and combining the two multi-layers into a chamber
yields an accuracy of 35µm and 30µm, respectively.

CSC

The limit for safe operation of the MDTs is at counting rates of about 150 Hz/cm2, which
will be exceeded in the region|η| > 2 in the first layer of the end-cap. The CSCs that are
multiwire proportional chambers with the wires oriented in the radial direction as shown in
Figure 2.21(b) are employed in the region instead. The detector combines high spatial, time
and double track resolution with high-rate capability and low neutron sensitivity. It operates
with Ar/CO2 gas (ratio: 80%/ 20%) at a potential of 1900 V. A schematic view of the whole
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Figure 2.19: A schematic view of an end-cap MDT chamber with the optical alignment system
[11].
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(b)

Figure 2.20: A calculated typical momentum resolution for muons reconstructed in the muon
spectrometer. The alignment curve is for an uncertainty of 30µm in the chamber positions. (a)
is for |η| < 1.5 and (b) is for|η| > 1.5 [11].
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CSC is shown in Figure 2.21(a). The CSC providesη andϕ positions and each chamber contains
four CSC planes,which results in four independent measurements inη andϕ along each track.
The structure of CSC is shown in Figure 2.21(b).

(a) (b)

Figure 2.21: (a) The CSCs mounted on a rigid wheel inclined by 11.59◦ [11]. (b) A cutout view
of a CSC chamber [13].

The resolution of the CSC reaches 60µm per CSC plane in the bending direction, and 5 mm
in the non-bending direction.

RPC

The trigger detectors must provide acceptance in the range|η| ≤ 2.4 and over the fullϕ-range.
In the barrel, Resistive Plate Chambers (RPCs) are used to satisfy the requirement for spatial
and time resolution. The cross-section through an RPC is shown in Figure2.22. The RPC
consists of three concentric cylindrical layers around the beam axis as shown in Figure2.15.
It is a gaseous parallel electrode-plate detector. Two resistive plates are kept parallel to each
other at a distance of 2 mm by insulating spacers. The electric field between the plates is about
4.9 kV/mm and mixture of C2H2F4/Iso-C4H10/SF6 (94.7%/5%/0.3%) is used. The large lever
arm between inner and outer RPCs permits the trigger to provide thresholds in the range 9-35
GeV for high momentum tracks, while the two inner chambers provides the low-pT trigger in
the range 6-9 GeV. Each station consists of two independent detector layers and measuresη and
ϕ. The resolution of an RPC chamber is 10 mm for both z andϕ directions.

TGC

Thin Gap Chambers (TGCs) provide two functions in the end-cap muon spectrometer. One is
the muon trigger capability and the other is provision of theη-ϕ coordinate. The second coor-
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Figure 2.22: The cross section of an RPC chamber [11].

dinate, azimuthal angleϕ is complemental information of the MDT measurement because the
MDT measures onlyη direction. The middle layer of the MDTs in the end-cap is complemented
by seven layers of TGCs, while the inner layer is complemented by two layers. The inner layer
is segmented radially into two chambers; end-cap inner (EI) and forward inner (FI, also known
as the small wheel). EI TGC’s are mounted on support structures of the barrel toroid coils.
TGCs are multi-wire proportional chambers with the characteristic that the wire-to-cathode dis-
tance of 1.4 mm is smaller than the wire-to-wire distance of 1.8 mm, as shown in Figure 2.3.5.
The gas used is mixture of CO2 and n-C5H12 (n-pentane). They are operated typically at 2800
V. The TGC providesη andϕ position with the resolution of 2-6 mm for R, 3-7 mm forϕ in a
TGC chamber.

2.3.6 Magnets

Four superconducting magnets provide the magnetic field over a volume of approximately
12000 m3. The spatial arrangement of the coil windings is shown in Figure2.24.

They consist of a solenoid, a barrel toroid and two end-cap toroids. The solenoid is aligned
on the beam axis and provides a 2 T axial magnetic field for the inner detector, while minimizing
the radiative thickness in front of the barrel electromagnetic calorimeter. The barrel toroid and
two end-cap toroids produce toroidal magnetic fields of approximately 0.5 T and 1 T for the
muon detectors in the central and end-cap regions, respectively.

Central solenoid

The solenoid is designed to provide a 2 T axial field. To achieve the desired calorimeter per-
formance, the layout was optimized to keep the material thickness in front of the calorimeter
as lower as possible. The radiation length is about 0.66 X0 at normal incidence. Inner and
outer diameters of the solenoid are 2.46 m and 2.56 m and its axial length is 5.8 m. The flux is
returned by the steel of the hadronic calorimeter and its girder structure.
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Figure 2.23: (a) A schematic illustration of a TGC chamber. (b) TGC structure showing anode
wires, graphite cathodes, G-10 layers, and a read-out strip orthogonal to the wire [11].
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Figure 2.24: A cutaway view of the ATLAS superconducting magnetic system. The eight barrel
toroid coils with the end-cap coils interleaved are visible. The solenoid winding lies inside the
calorimeter volume. The tile calorimeter is modeled by four layers with different magnetic
properties plus an outside return yoke [14].

Barrel toroid

The cylindrical volume surrounding the calorimeters and both end-cap toroids is filled by the
magnetic field of the barrel toroid, which consists of eight coils. The overall size of the bar-
rel toroid system is 25.3 m in length, with inner and outer diameters of 9.4 m and 20.1 m,
respectively.

End-cap toroids

These toroids generate the magnetic field required for optimizing the bending power in the end-
cap regions of the muon spectrometer system. Each end-cap toroid consists of a single cold
mass built up from eight flat, square coil units and eight keystone wedges, bolted and glued
together into a rigid structure to withstand the Lorentz forces.

The available bending power is shown in Figure2.25as a function of|η|.
The regions with low field integral between|η| = 1.4 and|η| = 1.6 correspond to trajectories

in the plane of an end-cap coil or of a barrel coil, where the fringe field of one magnet largely
cancels the bending power of the other.

The specification on the determination of the magnetic field are rather different in the inner
detector and the muon spectrometer. In the inner detector, the systematic error affecting the
momentum measurement of charged tracks is dominated by the relative alignment of detector
components and by bending power uncertainties, the former being the more demanding. As one
example, a lepton from W decay carries typically a transverse momentum of 40 GeV, resulting
in a sagitta of approximately 1 mm as the lepton beyond the 1µm level or 0.1%. of the sagitta.
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Figure 2.25: Magnetic field for the solenoid and bending power for the toroid magnet [14].

This suggests setting a target of about 5× 10−4 for the fractional bending power uncertainty, so
that it remains negligible in the determination of the absolute momentum scale.

In the muon spectrometer, the expected sagitta is approximately 0.5 mm for a muon with
a momentum of 1 TeV. The extraction of the momentum from MDT chamber measurements
requires a precise knowledge of the field integral between consecutive chambers along the muon
trajectory, Because the field gradient can reach 1mT/mm, local bending power uncertainties
translate into fluctuations of the momentum scale from one region in space to another, adding
in quadrature to the overall momentum resolution.

For a given muon trajectory, three sources of uncertainty affect the measured curvature

1. field measurement errors

2. accuracy on the relative position of muon chambers and magnet coils

3. trajectory measurement errors, in particular along the direction of MDT wires.

For the purpose of setting specifications, it has been required that the combined effect of
theses sources degrade the momentum resolution by no more than 5% in relative term; each
source should then contribute no more than about 3% of fractional resolution degradation, any-
where in the spectrometer volume. The corresponding functional requirements are summarised
in Table2.4

2.4 Trigger and Data Acquisition

Figure2.26shows the overview of the ATLAS Trigger and Data Acquisition (TDAQ) system.
This section clarifies how the TDAQ system performs the event selection and records events
which are selected by the trigger system.
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Figure 2.26: Schematic views of the ATLAS TDAQ system [15].
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Criterion Bending-power accuracy MDT drift properties

Performance ∆σpT/σpT < 5% overall Single-wire resolution
degraded by< 5%

Field measurement accuracy∆Bϕ/Bϕ < 2− 5× 10−3 ∆Bx,y,z < 4 mT
(relative over chamber)

Reconstructed position of ∆R ∼ 1− 12 mm ,
toroid conductors R∆ϕ ∼ 1− 6 mm , –

with respect to MDT tower ∆z ∼ 2− 30 mm
Muon chamber

2nd-coordinate resolution 1.7− 5.5 mm 6 –∼ 100 mm

Table 2.4: magnetic-field-related performance specification

2.4.1 Trigger

The ATLAS trigger system performs event selections in three steps. The first level trigger is
called Level-1 (L1), the second level trigger is Level-2 (L2) and the final trigger is event filter
(EF). The L2 and event filter are called together as High-Level Trigger (HLT). The L1 trigger
is performed by hardware logic, while the HLT is done based on software.

Figure2.27 shows the block diagram of the L1 trigger. The L1 trigger searches highpT

muons, electrons/photons, jets, andτ-leptons decaying into hadrons. It also selects events with
large missing transverse energy (Emiss

T ) and large total transverse energy. The L1 trigger uses
information from the RPC and TGC for high-pT muons, and all the calorimeter sub-system for
electromagnetic clusters, jets,τ-leptons,Emiss

T , and large total transverse energy. The maximum
L1 accept rate which the detector readout systems can handle is 75 kHz, and the L1 decision
must reach the front-end electronics within 2.5 µs after the bunch-crossing.

The L2 trigger is seeded by Regions-of-Interest (RoIs). The RoI is the regions of the detector
where the L1 trigger has found objects which passed the L1 selection criteria. The L2 trigger
uses coordinates provided by the RoI, energy, and type of signatures. The L2 trigger reduces
the event rate to below 3.5 kHz, with an average event processing time of approximately 40 ms.

The event filter uses offline analysis procedures on fully-built events to select events down
to a rate which can be recorded for subsequent offline analysis. It reduces the event rate to
approximately 200 Hz, with an average event processing time of order several seconds.

Muon Trigger

A L1 muon trigger identifies muons with sixpT thresholds and estimates the position of the
detector region to be analyzed in the HLT. The geometric coverage of the L1 trigger in the end-
cap regions is about 99% and is about 80% in the barrel region [17]. The limited geometric
coverage in the barrel region is due to crack at aroundη = 0 to provide space for services of
the ID and the calorimeters, the feet and rib support structures of the ATLAS detector and two
small elevators in the bottom part of the spectrometer. The L1 trigger is based on dedicated
detectors, the RPC and the TGC. While the RPC covers the barrel region (|η| < 1.05), the TGC
covers the end-cap region (1.05 < |η| < 2.4). They provide a sufficient timing accuracy to
provide unambiguous identification of the bunch-crossing. Both the RPC and the TGC have
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Figure 2.27: Block diagram of the L1 trigger [15].

three trigger stations each as shown in Figure2.28. The basic principle of the algorithm is to
require a coincidence of hits in the different trigger stations within a road, which tracks the path
of a muon from the interaction point through the detector and the magnetic field. The width of
the road is related to thepT threshold to be applied. A system of programmable coincidence
logic allows concurrent operation with a total of six thresholds.2.28

The HLT selects events with fast L2 muon algorithms and EF muon algorithms that rely
on offline muon reconstruction software. The result of the muon reconstruction at each step
of the HLT is passed to trigger decision algorithms to determine whether a muon candidate
will be processed further or discarded. At L2 the candidate from L1 is refined by using the
precision data from MDTs. The L2 muon standalone algorithm constructs a track from the
Muon Spectrometer data within the RoI defined by the L1 seed. The momentum and the track
parameters of the muon candidate are improved by fast fitting algorithms and Look Up Tables.
Firstly a pattern recognition algorithm selects hits from the MDT inside a region identified by
the L1. Secondly a track fit is performed using the MDT drift times, and apT measurement is
performed using Look Up Tables. Then reconstructed tracks in the ID are combined with the
tracks found by the L2 muon Stand Alone by a fast track combination algorithm (CB) to refine
the track parameter resolution.

At the EF stage, the full event data are accessible. The muon reconstruction starts from
the RoI identified by L1 and L2, reconstructing segments and tracks using information from
the trigger and precision chambers. The track is then extrapolated back to the beam line to
determine the track parameters at the interaction point, thus forming a muon candidate using
Muon Spectrometer information only, resulting in the EF standalone trigger. Similar to what is
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Figure 2.28: Schematic of the muon trigger system. The second station of the RPC (RPC2)
and the outermost station of the TGC (TGC3) are the reference planes for barrel and end-cap,
respectively [11].

performed in the L2 algorithms, the muon candidate is combined with an ID track to form an EF
muon combined (CB) trigger. This strategy is called ”outside-in”. In addition to the ”outside-
in” algorithm, there is a complementary trigger which starts with ID tracks and extrapolates
them to the muon detector to from EF triggers. This strategy is called ”inside-out”. These two
algorithms have similar performance. In this study, the ”inside-out” trigger is used.

Muon trigger efficiency measurement with data

Understanding the trigger performance is important for all physics analysis, and theW±Z anal-
ysis is also no exception.

The muon trigger efficiency in a single muon simulation sample can be defined as

εMC =
Probes matched with trigger object

All probes (all truth muons)
. (2.4)

In order to measure the trigger efficiency in data, one needs to define the probe with least
bias. However, most of the events having highpT muon(s) are triggered by muon triggers and
therefore measuring the trigger efficiency with such events by using the above equation and just
defining the reconstructed muon as probe can have a trigger bias. In addition to that, there is a
possibility that the reconstructed muon is not a prompt muon. That is why some treatments to
remove such effects are needed for the accurate measurement.

As one of solutions, the Tag-and-Probe method is employed in the study. The Tag-and-
Probe method requires a pair of a combined muon track, which is described in 2.5.2, and the
invariant mass of the two tracks close to the Z boson mass orJ/ψ mass. And either of the tracks
must be matched with trigger object. The combined muon track matched with the trigger object
is called ”Tag” and the other track is called ”Probe”. The requirement of the invariant mass
ensure the two muons are prompt ones and can increase the purity, while the matching a track
with trigger object can remove the trigger bias. Figure2.29shows an example of the Tag muon



2.4 Trigger and Data Acquisition 51

and Probe muon in the muon spectrometer. In the Tag-and-Probe method, the trigger efficiency

Probe Muon

Z−Boson

Tag Muon

Figure 2.29: Tag-and-Probe method. The method uses two reconstructed muons whose invari-
ant mass is close to theZ or J/ψ mass (In theZ boson case, it is|M inv−MPDG| < 10 GeV). After
requiring the mass selection, one of the two muons has to be matched with a trigger object that
triggered the event. This treatment removes a trigger bias for the efficiency measurement. The
muon track matched with the trigger object is called ”Tag” and the other track is called ”Probe”
[16].

is defined as:

ε =
Z or J/ψ candidates with Probes matched with trigger object

All Z or J/ψ candidates with Probes
. (2.5)

Due to the limitation of the bandwidth for triggers, the primary trigger has to be changed as
the instantaneous luminosity of the LHC increases. During the 2011 data taking period, thepT

threshold of the lowest unprescaled single muon trigger was kept at 18 GeV. The convention
used for the trigger signature naming describes the lowest trigger as ”EFmu18 inside-out”,
which indicates a single muon whosepT is greater than 18 GeV with the ”outside-in” algorithm
at the Event Filter. Although the lowest single muon trigger was kept at 18 GeV during 2011,
the Level 1 trigger threshold in the barrel region which is the seed for the 18 GeV trigger was
changed in order to keep within the allocated bandwidth for the Level 1 muon trigger. The
change was applied after period J, from which the instantaneous luminosity was above 1.9 ×
1033 cm−2s−1. Following the change, trigger name was also modified after the period, which
was ”EFmu18 inside-outmedium”. The ”medium” represents the change.

Figure2.30 shows the efficiency of muon trigger which is used in the analysis measured
with the Tag-and-Probe method.



52 Experimental Conditions

 [GeV]
T

p
3 4 5 6 7 8 10 20 30 40 210

E
ffi

ci
en

cy

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 = 7 TeVsData 2011  
|<1.05µη|

ATLAS Preliminary

L1_MU10 (2-station coincidence)

L1_MU11 (3-station coincidence)

(a) L1 Barrel

 [GeV]
T

p
3 4 5 6 7 8 10 20 30 40 210

E
ffi

ci
en

cy
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

ATLAS Preliminary

 = 7 TeVsData 2011  
| > 1.05µη|

L1_MU11 (3-station coincidence)

(b) L1 End-cap

 [GeV]
T

p

0 10 20 30 40 50 60 70 80 90 100

E
ffi

ci
en

cy

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

|<1.05η |
 = 7 TeV s Data 2011 

EF_mu18_inside-out

EF_mu18_inside-out_medium

(c) EF Barrel
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Figure 2.30: Muon single trigger efficiency used in the study. While the RPC covers the barrel
region (|η| < 1.05) as a muon trigger detector, the TGC covers the end-cap region (1.05< |η| <
2.4). The Level 1 trigger threshold in the barrel region which is the seed for the 18 GeV trigger
was changed in order to keep within the allocated bandwidth for the Level 1 muon trigger, from
L1 MU10 to L1 MU11 (a). The L1MU10 consists of two station coincidence trigger in the
barrel region, while the L1MU11 is composed of coincidence of hits from three stations. Due
to the smaller geometric coverage of the additional chambers required to form three-station
coincidence triggers and hit efficiencies of the additional chambers, the L1MU11 shows the
efficiency drop of about 6 %. Following the change, the EF trigger efficiency in the barrel
region also changed (c) [17].
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Electron (photon) Trigger

Electrons and photons are reconstructed for the trigger in the range|η| < 2.5 [43] . The electron
and photon trigger uses the information of the calorimeter and the inner detector.

At L1, electrons and photons are selected within|η| < 2.5 using calorimeter information
with the reduced granularity of so-called trigger towers which have a dimension of∆η × ∆ϕ ≈
0.1 × 0.1. In each trigger tower, all the cells of the electromagnetic or hadron calorimeter are
summed, with the exception of the fourth layer of the hadronic endcap and the barrel-endcap
gap scintillators. L1 selection algorithm for electromagnetic clusters is based on a sliding 4× 4
window of trigger towers which looks for local maxima as shown in Figure2.31. A trigger is
satisfied if the central 2× 2 trigger towers in the 4× 4 window has a localET maximum, and
at least one pair of neighboring towers in the central 2× 2 ones passes a trigger threshold. The
region of central 2× 2 towers is considered as the RoI.

Figure 2.31: The concept for the electron/photon trigger algorithm [15].

Seeded by the RoI identified by the L1, the L2 photon and electron selection deploys a fast
calorimeter algorithm. Due to latency constraints, the L2 algorithm uses only the second layer
of the EM calorimeter to find the cell with the largest deposited transverse energy in the RoI
close to the L1 position. This cell called the pre-seed. The final cluster position is obtained by
calculating the energy weighted average cell positions on a 3× 7 grid centered on the pre-seed.
In order to accumulate the energy, two cluster sizes are used. When the cluster is in the barrel
(|η| < 1.4), 3× 7 cells grid is used whereas 5× 5 cells is used in the end-cap region. In the case
of electrons, a fast track reconstruction algorithm is also used in the RoI. This algorithm firstly
processes determines the z-position of the primary interaction point along the beam axis and
subsequently performs combinatorial tracking only inside group of space points with the same
η andϕ coordinates and matching the interaction point.

The EF uses the same reconstruction algorithms as offline as described in the Section 2.5.3.
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The cluster reconstruction is done using a sliding window algorithm which acts on towers con-
taining the energy. After this seed-finding step, fixed window clusters of size 3× 7 are built
starting from the second EM layer. New energy-weightedη andϕ positions are calculated and
subsequently cluster building is extended to the other layers of the EM calorimeter. Due to time
constraints, bremsstrahlung recovery is not performed. A track reconstruction algorithm is also
used in the EF level. .

Electron trigger performance

As in the case of the muon trigger, the lowest unprescaled electron trigger in 2011 also changed
depending on the operation of LHC [18]. Until when the instantaneous luminosity reached
2.0 × 1033 cm−2s−1, which corresponds to the period up to J, the primary trigger was the one
requiring an electron whoseET is greater than 20 GeV with medium identification criteria at the
Event Filter, which denotes as ”EFe20medium”. The medium identification requires shower
shapes and track qualities to reduce fake electrons while keeping high trigger efficiency.

When the instantaneous luminosity above 2.0× 1033 cm−2s−1, the lowest trigger was raised
from 20 GeV to 22 GeV, which denotes ”EFe22medium”.

Above the instantaneous luminosity 2.3 × 1033 cm−2s−1, an hadronic leakage requirement
was applied at the Level 1 trigger to avoid raising the threshold further. The hadronic leakage
requirement consisted of a veto on hadronic energy of more than or equal to 1 GeV deposited
in the hadronic layers of the calorimeter , within a region of 0.2× 0.2 in η × ϕ behind the EM
cluster. To represent the change, the letters ”vh” was added to the trigger name. Besides that,
re-optimized identification criteria named as ”medium1” were also deployed. The re-optimized
identification requires tighter cuts on shower shapes and additional track qualities compared to
the medium identification. The lowest trigger name during the period is ”EFe22vhmedium1”.

Their trigger efficiencies are shown in Figure2.32.

2.4.2 DAQ

The ATLAS DAQ system is responsible for reading out event data from the detector subsys-
tems and recoding them for further offline analysis. Since the ATLAS consists of a number of
sub-detectors, some common architectures and requirements are needed to adjust timing and
standardize data format among the sub-systems. Each sub-detector must have

• Front-end analogue or analogue-to-digital processing

• L1 buffer in which the information is retained for a time long enough to accommodate
the L1 trigger latency (2.5µs)

• Derandomising buffer in which the data corresponding to a L1 trigger accept are stored
before being sent to the following level

• Dedicated links or buses which are used to transmit the front-end data stream to the fol-
lowing DAQ systems
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Figure 2.32: Electron trigger efficiency [18]. Integrated luminosities 1.8 fb−1, 0.6 fb−1

and 2.5 fb−1 were recorded by ATLAS when lowest unprescaled triggers were e20medium,
e22medium and e22vhmedium1 , respectively.

As shown in Figure2.26, the movement of events from the detector to storage proceeds
with the L1 trigger selection. During the latency of the L1 trigger selection, the event data are
buffered in memories located within the detector-specific front-end electronics. After an event
is accepted by the L1 trigger, the data from the pipe-lines are transfered off the detector to the
readout drivers (ROD’s) which are the detector-specific functional elements of the front-end
systems. The ROD’s follow some general ATLAS rules, including the definition of the data
format of the event, the error detection efficiency/recovery mechanisms to be implemented, and
the physical interface for the data transmission to the following DAQ system.

The following DAQ system receives the data and the event fragments are received into the
Readout Buffers (ROB’s) which are contained in the Readout System (ROS) units where they
are temporarily stored and provided. The ROSs each contain several ROBs. It is subsequently
solicited by the L2 trigger for the event data associated to RoI’s. Those events selected by the L2
trigger are then transferred to the event-building system, and subsequently to the event filter for
final selection. Events selected by the event filter are moved to permanent storage at the CERN
computer center. In addition to the movement of data, the DAQ also provides the configuration,
control and monitoring of the hardware and software components.

2.5 Reconstruction Scheme

This section describes the way of reconstruction for the vertices, muons, electrons,Emiss
T . Their

performances are also shown.
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2.5.1 Vertex Reconstruction

The reconstruction of primary vertices is organized in the following steps iteratively [44] :

1. Reconstructed tracks compatible with originating from the interaction region are pre-
selected.

2. A vertex seed is found by looking for the global maximum in the distribution of z coordi-
nates of the tracks.

3. The vertex position is determined with a fitting algorithm. The algorithm takes the seed
position and the tracks as inputs. The fitting is a robustχ2 based one.

4. Tracks incompatible with the vertex by more than approximately 7σ are used to seed a
new vertex. The compatibility of the track to the vertex is expressed in terms ofχ2 with 2
degrees of freedom.

This procedure is repeated until no unassociated tracks are left in the event or no additional
vertex can be found. Figure3.38shows the event display of typical reconstructed vertices in the
ATLAS. The resolution of the reconstructed primary vertices is approximately 30µm for x (y)

direction and 50µm for z direction when the
√∑

tracksp2
T is more than 8 GeV. The resolution is

expected to improve significantly as the
√∑

tracksp2
T increases.

2.5.2 Muons

The muon reconstruction algorithm used in the analysis is called STACO (Statistical Combined)
[45][46]. The standalone muon track reconstruction package in the STACO is called Muonboy
which reconstructs muons in the following four procedures.

1. Region of Activity (ROA), which is a geometrical region defined in theη-ϕ space with
the size of aboutη × ϕ = 0.4 × 0.4, are identified using information from the trigger
chambers. The center of ROA is placed where at least one TGC or RPC hit exists in both
η-ϕ coordinate.

2. Local segments of a straight track are reconstructed in multilayers of each muon station
in the ROA. They are made in three steps.

(a) Segment seeds are searched in the region where more than oneϕ hits are expected
by taking any combinations of two hits in different multilayers in an MDT cham-
ber with a loose IP constraint. Then a seed is matched with other hits in the same
chamber using drift time information and fitting results are examined if the seg-
ment is valid or not. In this matching,δ-ray effect and efficiency of the MDT tubes
are considered. Segments are required to be associated with at least oneϕ hit and
sufficiently good fitting quality. Such segments are called strict segments.

(b) CSC segments are reconstructed in 3-D by requiring at least oneϕ hit.
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(c) A looser search, in which noϕ hit is required and less stringentχ2 cut, is performed.
The position in theϕ is determined by trying five positions along the tube.

In each of these steps, segments are searched in two consecutive passes. The first pass
reconstructs segments which cross both multilayers in an MDT chamber while the second
pass reconstructs the segments which cross only one multilayer to retain efficiency. In the
second pass, in order to reduce fake combinations, only the hits left unused in the first
pass are used and a fit quality cut is applied tightly.

3. Segments in different stations are combined by a 3-D tracking to form track candidates.
Effects of the magnetic field is taken into account.

(a) The strict segments are used as seeds for the first rough momentum estimation.
Each segment is then extrapolated to the neighboring stations by varying several
different values of momentum around the estimation. If some matching exists with
one or more loose segments, the one with the best matching is included in the track
candidate and then a fit is performed to get a more accurate momentum estimation.

(b) The resulting track candidates are extrapolated to the all potentially crossed stations
with a finer momentum scan. Any loosely matched segment is included in the can-
didate track and a new fit is performed using all the segments belonging to the track
candidates. Only track candidates with two or more segments are kept after this
stage.

4. A global fit is performed, starting from the best result of the previous fits, but using raw
hit information, such as TDC values and hit strips. In this process all the hits are classified
into good or bad. Only good hits are kept. After that, the final fit including the material
effect is performed to get a most realistic result. Finally tracks of the muon are obtained.
The reconstructed muons in this way are called ”Combined (CB)” muon.

The covariance matrices of the track candidates are then computed by varying the fitted
parameters taking their correlations into account. To have track parameters at the perigee, the
candidate tracks are back-extrapolated to the beam axis and their covariance matrices are prop-
agated taking into account the energy loss and the scattering in the calorimeters.

After searching the track candidates in the muon spectrometer, the STACO algorithm tries
to find an inner detector track for a given muon spectrometer track using track parameters and
covariance matrices. The matchχ2 is used as the difference between the inner detector and the
muon spectrometer track vectors weighted by the combined matrix,

χ2
match= (TMS − TID )T(CMS − CID )−1(TMS − TID ).

Here T denotes a vector of track parameters expressed at the perigee and C is its covariance
matrix. Several track selection criteria, such as requirement of the same charge,η-ϕ matching,
are applied on both the inner detector and the muon spectrometer track in addition to matchχ2

cut. The track parameters for the combined track is obtained by the statistical combination as,

T = (C−1
ID − C−1

MS)−1(C−1
ID TID − C−1

MSTMS).
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In addition to the combined muons, additional muon candidates can be obtained by a com-
plementary algorithm [47]. It extrapolates the Inner detector tracks to the Muon Spectrometer
and then tags the tracks with the first Muonboy segments which are in the inner or middle MS
layer. This method can recover muons with low energy or in areas with limited MS coverage
such as the place at|η| ∼ 0. The muons reconstructed with the algorithm are called ”Segment-
Tagged (ST)” muons.

Muon reconstruction performance

Figure2.33shows the muon reconstruction efficiency as function ofη andpT for the Combined
and Segment-Tagged muon. The efficiency at the plateau is about 97%.
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Figure 2.33: Combined muon reconstruction efficiency with respect to the inner tracking effi-
ciency as a function of theη (a) andpT (b) of the muon forpT > 15 GeV [19]. Chain 1 in the
legend indicates the STACO algorithm andµ is the number of average interactions per bunch
crossing. The name of calo muons shown in the legend of (a) indicates another reconstruction
algorithm which is not used in the study.
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Figure2.34shows the distribution of the invariant mass of two muons which is the closest
to the Z mass in the event in data. The distribution of theZ→ µµ simulation is also shown.
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Figure 2.34: Invariant mass ofZ→ µµ.

2.5.3 Electrons

Three algorithms exist to reconstruct electrons in the ATLAS. The standard one is a cluster
based reconstruction algorithm [48]. Another algorithm is a track based one dedicated mostly
to low pT electrons which is below the threshold used in this analysis. The third algorithm is
dedicated to the electrons in the forward region of ATLAS (2.5 < |η| < 4.9), where the Inner
Detector does not exist, and which is also out of the range used in this analysis. Here only the
cluster based algorithm is mentioned.

The cluster based algorithm is seeded by a cluster which is reconstructed in the electromag-
netic calorimeter and then they are associated to tracks of charged particles reconstructed in the
Inner Detector. The procedure is as follows:

1. A cluster-finding algorithm forms seeds from clusters of towers (each tower covering
0.025× 0.025 inη × ϕ space) in the EM calorimeter using a sliding window algorithm
with a window size of 3 towers× 7 towers (η × ϕ).

2. In the region of the Inner Detector (|η| < 2.5), matching of a track withpT > 5GeV
made by the ID to the cluster is performed. The matching proceeds in two steps. First,
the eta and phi at the origin of the track are compared to the eta and phi of the cluster
position. If there is reasonable agreement (0.2 inη, 0.1 inϕ), as a second step the track is
extrapolated to the calorimeter position of each compartment in depth, and∆η and∆ϕ are
calculated for each compartment. It is possible that more than one track matches the same
seed cluster. In this case, the best match is considered as the one with smallest distance.
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The track matching is affected by Bremsstrahlung losses which result in an asymmetric
sign-dependent∆ϕ distribution. This issue is solved by extrapolating the track from the
perigee and using the cluster energy for the electron momentum.

In addition to the reconstruction, there are electron identification criteria which provide a
good separation between the electron and the other objects that fake electrons. The criteria
consist of a number of variables such as the EM showers (longitudinal shower depth, lateral
shower width) and the track quality and track-cluster matching. There are three types of criteria,
which are defined with increasing background rejection power: loose, medium and tight. While
the loose criteria has high efficiency of about 95 %, the tight criteria keep the purity of electrons
high.

Electron performance

Figure2.35shows the identification efficiency in terms of the number of reconstructed vertices.
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Figure 2.35: Identification efficiency in terms of the number of reconstructed vertices. ThepT

range of the electrons is between 20 GeV and 50 GeV. The suffix ”++” attached to the name of
each criteria means they are refined ones dedicated to 2011 data. The identification efficiency is
found to drop. This loss is mainly due to an enhanced hadronic activity overlaid to the electron
calorimetric shower [20].

Figure2.36shows the the distribution of the invariant mass of two electrons which is the
closest to the Z mass in the event in data. The distribution of theZ → e+e− simulation is also
shown.

2.5.4 Missing Energy

TheEmiss
T reconstruction includes contributions from transverse energy deposits in the calorime-

ters and muons reconstructed in the muon spectrometer. The twoEmiss
T components are calcu-

lated as [49] :

Emiss
x(y) = Emiss,calo

x(y) + Emiss,µ
x(y) (2.6)
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Figure 2.36: Invariant mass ofZ→ e+e−.

The two terms in the above equation are referred to as the calorimeter and muon terms. The
values ofEmiss

T and its azimuthal position (ϕmiss) are then calculated as:

Emiss
T =

√
(Emiss

x )2 + (Emiss
y )2

ϕmiss = arctan(Emiss
y /Emiss

x ) (2.7)

The Calorimeter Term

To suppress noise contributions, only cells belonging to three-dimensional topological clusters,
referred as topoclusters are used. The topoclusters are firstly seeded by cells with deposited
energy|Ei | > 4σnoise. And then they are built by iteratively adding neighboring cells with
|Ei | > 2σnoise, and finally by adding neighbors of the accumulated cells.

Furthermore , in order to take into account effects from the detector response and the dead
material in front and between the calorimeters, a calibration should be applied. To calculate
the Emiss

T calorimeter term, a scheme in which the cells are calibrated on the basis of the re-
constructed physics object to which the cells belong is employed. The calorimeter cells are
associated with a reconstructed and identified high-pT parent object in a chosen order: elec-
trons, photons, hadronically decayingτ-leptons, jets and muons. Once the cells are associated
with a category as described above and calibrated accordingly,Emiss

T is calculated as follows:

Emiss.calo
x(y) = Emiss,e

x(y) + Emiss,γ
x(y) + Emiss,τ

x(y) + Emiss,jets
x(y) + Emiss,softjets

x(y) + Emiss,calo,µ
x(y) + Emiss,CellOut

x(y) (2.8)

where each term is calculated from the negative sum of calibrated cell energies inside the cor-
responding objects:

• Emiss,e
x(y) ,Emiss,γ

x(y) ,Emiss,τ
x(y) are reconstructed from cells in electrons, photons and taus, respec-

tively
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• Emiss,jets
x(y) is reconstructed from cells in jets withpT > 20 GeV

• Emiss,softjets
x(y) is reconstructed from cells in jets with 7 GeV< pT < 20 GeV

• Emiss,calo,µ
x(y) is the contribution toEmiss

T originating from the energy lost by muons in the
calorimeter.

• theEmiss,CellOut
x(y) term is calculated from the cells in topoclusters which are not included in

the reconstructed objects.

Jets are reconstructed at theelectromagneticscale, which is the energy scale that accounts
correctly for the energy deposited in the calorimeter by electromagnetic showers [50]. Further-
more, in order to correct the energy and momentum of the jets measured in the calorimeter to
those of the jets at the hadronic scale, the jet energy scale (JES) calibration is applied. Adding
to them, the energy is also corrected for the pile-up effect.

The finalEmiss
x(y) is calculated from Equation 2.6 adding theEmiss,µ

x(y) term as described below.

The Muon Term

TheEmiss
T muon term is calculated from the momenta of muon tracks reconstructed with|η| < 2.7

:

Emiss,µ
x(y) = −

∑
selectedmuons

pµx(y) (2.9)

In the region|η| < 2.5, the STACO muons are considered. In order to deal appropriately with
the energy deposited by the muon in calorimeters, the muon term is calculated differently for
isolated and non-isolated muons, as explained in the following:

• The pT of an isolated muon is determined from the combined measurement of the inner
detector and muon spectrometer. In this case the energy lost by the muon in the calorime-
ter (Emiss,calo,µ

x(y) ) is not added to the calorimeter term to avoid double energy counting.

• For a non-isolated muon, the energy lost in the calorimeter cannot be separated from the
nearby jet energy. The muon spectrometer measurement of the muon momentum after
energy loss in the calorimeter is therefore used, unless there is a significant mis-match
between the spectrometer and the combined measurements. In this case the combined
measurement minus the parameterized energy loss in the calorimeter is used.

For higher values of pseudorapidity, outside the fiducial volume of the inner detector (2.5 < |η| <
2.7), there is no matched track requirement and the muon spectrometerpT alone is used for both
the isolated and non-isolated muons. Aside from the loss of muons outside the acceptance of
the muon spectrometer (|η| > 2.7), muons can be lost in other regions (around|η| = 0 and 1.2)
due to the limited coverage of the muon spectrometer. The muons reconstructed from the inner
detector and calorimeter energy deposits can be used to recover their contributions toEmiss

T .
Although the core of theEmiss

T resolution is not match affected by the muon term, any muons
which are non-reconstructed, badly-measured, or fake muons can be a source of significantly
large fakeEmiss

T .
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Emiss
T performance

Figure2.37shows the distribution ofEmiss
T for Z→ µµ andW→ eν events. The MC simulation

expectations are also superimposed. Each MC sample is weighted with its corresponding cross-
section and then the total MC expectation is normalized to the number of events in data.
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Figure 2.37: Distribution of Emiss
T as measured in a data sample ofZ → µµ (a) andW → eν

(b) events. The expectation from Monte Carlo simulation (Pythia 6 ) is superimposed and
normalized to data, after each MC sample is weighted with its corresponding cross-section.
The lower part of figures show the ratio of data over MC [21].

Figure 2.5.4 shows the resolution forZ → ℓℓ events as function of the total transverse
energy in the event, which is obtained by Equation (2.8).
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Figure 2.38: Emiss
x andEmiss

y resolution as a function of the total transverse energy in the event
calculated by summing thepT of muons and the total transverse energy in the calorimeter in
data at

√
s = 7 TeV (a) and MC (b) [21].The resolution of the twoEmiss

T components is fitted
with a functionσ = k

√
ΣET and the fitted values of the parameterk, expressed in GeV1/2, are

in the figure.



Chapter 3

The Datasets and Event Selection

3.1 Datasets

This section describes the data used in this analysis and the Monte Carlo simulation for esti-
mates of both the signal and backgrounds.

3.1.1 Luminosity Measurement for the ATLAS

A precision luminosity measurement is of critical importance for all physics programs. Before
mentioning data, this section describes how to measure the luminosity in the LHC and the
ATLAS [27].

Principle

The luminosity of appcollider can be expressed as

L = Rinelastic

σinelastic
=

µnb fr
σinelastic

=
µvisiblenb fr
σvisible

, (3.1)

whereRinelastic is the rate of inelastic collisions andσinelastic is the pp inelastic cross-section,
µ is the average number of inelastic interactions per bunch crossing (BC),nb the bunch pairs
colliding per revolution andfr the revolution frequency in a storage ring. At the last term,µvisible

is the observed interaction rate per crossing which is measured with a variety of detectors and
several different algorithms,σvisible = εσinelastic is the total inelastic cross-section multiplied by
the efficiencyε of a particular detector and algorithm, and similarlyµvisible = εµ. Sinceµvisible

is an experimentally observable quantity, the calibration of the luminosity scale for a particular
detector and algorithm is equivalent to determining the visible cross-sectionσvisible.

van der Meer Scan

In order to use the measured interaction rateµvisible as a luminosity monitor, each detector and
algorithm must be calibrated by determining itsσvisible. The primary calibration technique to
determine the absolute luminosity scale of each luminosity detector and algorithm employs
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dedicated van der Meer (vdM) scans to infer the delivered luminosity at one point in time
from the measurable parameters of the colliding bunches. By comparing the known luminosity
delivered in thevdM scan to the visible interaction rateµvisible, the visible cross-section can be
determined from Equation 3.1.

The delivered luminosity can be written in terms of the accelerator parameters as

L = nb frn1n2

2πΣxΣy
, (3.2)

wheren1 and n2 are number of protons per bunch in beam 1 and beam 2, respectively, and
Σx andΣy characterize the horizontal and vertical convolved beam widths. In avdM scan, the
beams are separated by step of a known distance which allows a direct measurement ofΣx and
Σy. Combining this scan with an external measurement of the bunch population productn1n2

provides a direct determination of the luminosity when the beams are unseparated.
To achieve the desired accuracy on the absolute luminosity, these scans are not performed

during normal physics operations, but rather under carefully controlled conditions with a limited
number of colliding bunches and a modest peak interaction rate.

EventOR Algorithm

The majority of the algorithms used in the ATLAS luminosity determination are event counting
algorithms, where each particular bunch crossing is categorized as either passing or not passing
a given set of criteria designed to detect the presence of at least one inelasticpp collision.
The two main algorithm types being used are EventOR (inclusive counting) and EventAND
(coincidence counting). Here only the EventOR algorithm used in the analysis is mentioned.
Since in general there can be more than onepp inelastic collision per bunch crossing, the visible
interaction rateµvisible must be determined from the observed event rates using the formulae
described in the following.

Most of the primary luminosity detectors in ATLAS consist of two symmetric detector ele-
ments placed in the forward (”A”) and backward (”C”) direction from the interaction point (IP).
For the Beam Condition Monitor, which is described in the next section, each side is further
segmented into a discrete number of readout segments, typically arranged azimuthally around
the beampipe.

In the EventOR algorithm, a bunch crossing will be counted if there is at least one hit on
either the A side or the C side. Assuming that the number of interactions in a bunch crossing
can be described by a Poisson distribution, the probability of observing an OR event can be
computed as

PEventOR(µOR
visible) =

NOR

NBC
= 1− e−µ

OR
visible. (3.3)

Here the raw event countNOR is the number of bunch crossings, during a given time interval,
in which at least onepp interaction satisfies the event-selection criteria of the OR algorithm
under consideration, andNBC is the total number of bunch crossings during the same interval.
Solving forµvisible:
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µOR
visible = −ln(1− NOR

NBC
). (3.4)

Beam Condition Monitor

The ATLAS uses a number of sub-detectors and algorithms to measure the luminosity simul-
taneously. One of these sub-detectors is the Beam Condition Monitors (BCM). The BCM was
primarily used in 2011 and determined the integrated luminosity for physics analysis.

The detector consists of four small diamond sensors, which arranged around the beampipe
on each side of the IP, at a distance ofz = ±184 cm [51]. The overview of the BCM is shown
in Figure3.1. The BCM is a fast device originally designed to monitor background levels and
issue beam-abort requests when beam losses start to risk damaging the Inner Detector. The
fast readout of the BCM also provides a bunch-by-bunch luminosity signal at|η| = 4.2 with
a time resolution of≃ 0.7 ns. The horizontal and vertical pairs of BCM detectors are read
out separately, which leads to two luminosity measurements labeled as BCMH and BCMV
respectively. These two measurements are treated as being made by independent devices for
calibration and monitoring purposes. In 2011, the BCMV with EventOR algorithm is primarily
used to determine the luminosity.

Figure 3.1: Beam Condition Monitor [22]

3.1.2 Data

In 2011, the ATLAS experiment collected data of proton-proton collisions at
√

s= 7 TeV. The
data can be identified with luminosity blocks which are the unit of time for data-taking (∼ 1
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minute period). In order to ensure that every analyzer can share the identical events with good
quality for the physics analysis, the data are selected further with a common criterion based
on the luminosity blocks, which is provided by the ATLAS experiment. The list of luminosity
blocks which passes the criterion is called Good Runs List (GRL) [52]. Figure3.2 and Table
3.2 show the recorded integrated luminosity, and selected ones with a GRL which is used in
this analysis. The integrated luminosity used in this analysis is 4.64 fb−1 and the uncertainty
is 1.8 % [27]. The 2011 data can be classified into 10 periods depending on the condition of
the operation and each period is given an alphabet from D-M so that they can be identified.
Table3.2shows the run numbers and the integrated luminosity which are corresponding to each
period.

Total recorded events ∼ 1.39 billion
Total recorded integrated luminosity 5.25 fb−1

Integrated luminosity selected by a GRL 4.64 fb−1

Table 3.1: Total recorded events and integrated luminosity in 2011. The integrated luminosity
selected by a GRL, which is used in the study, is also shown.

Period Run numbers Integrated luminosity selected by a GRL [pb−1]

D (Apr.14-Apr.29) 179710-180481 164.51
E (Apr.30-May.03) 180614-180776 48.23
F (May.15-May.25) 182013-182519 130.93
G (May.27-Jun.14) 182726-183462 502.09
H (Jun.16-Jun.03) 183544-184169 256.48
I (Jul.13-Jul.29) 185353-186493 333.24
J (Jul.30-Aug.04) 186516-186755 223.49
K (Aug.04-Aug.22) 186873-187815 583.27
L (Sep.07-Oct.05) 188902-190343 1387.29
M (Oct.06-Oct.30) 190503-191933 1014.49

Total – 4643.99

Table 3.2: Run numbers and integrated luminosity in each period.

The ATLAS provides several data streams to make analyses work efficiently, in this study
two streams are used. One is dedicated to muons. Each event is selected by at least one muon
trigger. The other is dedicated to electrons and each event is selected by at least one electron or
photon trigger. When an event has one or more muons and also one or more electrons, the event
is recored in both the two streams. To avoid double counting of the event, a treatment as below
is performed in the analysis:

Muons Stream Take events satisfying either below conditions.

• events triggered by both the muon trigger and electron trigger

• events triggered only by the muon trigger

Electrons Stream Take events triggered only by the electron trigger
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3.1.3 Monte Carlo Simulation

Monte Carlo samples are used to estimate the signal acceptance and the backgrounds. They are
prepared thorough the same ATLAS event reconstruction scheme of data to ensure the consis-
tency between data and MC. The procedure are as follows.

• Event generation: This is performed by event generators such as MC@NLO.

• Simulation: The standard simulation performed by the GEANT4 particle simulation
package, which simulates the passage of particles through matter [54]. It includes a com-
plete range of functionality including tracking, geometry, physics models and hits.

• Digitization: In this stage, the energy deposition simulated at the previous stage is con-
verted into the information of detector responses.

• Reconstruction: Physics objects such as electrons, muons andEmiss
T , are reconstructed by

specific algorithms in this stage.

The MC simulation used in 2011 is divided into four periods to reflect the data-taking con-
ditions as closely as possible. The fraction of total represented by different periods is 3.2%
for periods B-D, 17.4% for periods E-H, 25.8% for periods I-K and 53.5% for periods L-M.
The average number of interactions per bunch crossing for the different periods is shown in
Figure3.3. These conditions are not exactly the same in the recorded data. Therefore they are
reweighted in each event to correct the small difference between data and MC in the analysis.
Furthermore, in order to reflect more accurate detector performance such as reconstruction of
electrons and muons, the scale factors are applied to each event in MC samples.

The generators for the signal sample and background samples that describe past data well
are selected as follows.

Signal

TheW±Z production processes and subsequent pure leptonic decays are modeled by the MC@NLO
version 4.0 [55] event generator with the PDF set CT10 [2], which incorporates the next-to-
leading-order (NLO) QCD matrix elements into the parton shower by interfacing to the Her-
wig/Jimmy programs [56]. The gauge boson decays intoτ leptons are included in the MC event
generator and theseτ leptons decay to all known final states. The hard gluon emission is treated
with an NLO computation and soft/collinear emission is treated with a regular parton shower
MC. Full spin correlations andW andZ boson widths are included in the generator.

Backgrounds

Background processes for theW±Z process come from jets produced in association withW±

or Z bosons,W+W− andZZ pairs, and top-quark production events. Alpgen [57] is used to
model theW±/Z + jets and Drell-Yan process forW±/Z bosons decaying toe, µ andτ leptons.
Events with multi-jet production from heavy-flavor partons are modeled with PythiaB [58].
TheW+W− andZZ processes are modeled with Herwig [59] and Pythia [60], respectively. The
W±/Z + γ andtt̄ +W±/Z processes are produced with MadGraph [61] or Sherpa [62]. Thett̄
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and single top quark events are modeled with MC@NLO. Whenever LO event generators are
used, the cross-sections are corrected to NLO matrix element calculations.

Herwig is used to model the hadronization, initial-state radiation and QCD final-state radiation
(FSR), except for the samples generated with Pythia or MadGraph. The two generators use
Pythia to model them. PHOTOS [63] is used for QED FSR, and TAUOLA [64] for theτ lepton
decays.

Since the MC may not model jet fragmentation well, a data-driven method to estimate the
Z+jets events andtt̄ events is also used for the cross-section and the Triple Gauge Coupling
measurements. The more detail is presented in the Section 3.3.

3.2 Event Selection

Events are selected by the cut-based analysis. All final states with electrons and muons for
W±Z events are considered, i.e.µ+µ−µ±, µ+µ−e±, e+e−µ± ande+e−e±, where the first and second
leptons are from theZ boson decay and the third lepton is fromW boson decay.

3.2.1 Event Selection Criteria

The event selection criteria are basically determined so that the significance defined as

Nsignal√
Nsignal+ Nbackgrounds

(3.5)

is maximum, whereNsignal andNbackgroundsare the number of the signal and backgrounds events
after all selection cuts except the cut itself considered, respectively. The selections are required
in the analysis in the order of the list below.

Good Runs List

Events in data are firstly selected based on the Good Runs List which is described in Section
3.1.2. All events in MC, on the other hand, pass this selection.

Trigger Requirement

To obtainW±Z events which decay into muons or electrons as much as possible, the lowestpT

single electron or muon trigger enabled during the corresponding run period is required.
The correspondence relation is shown in Table3.3. The convention of the naming for trig-

gers is explained in Section 2.4.1.

Primary Vertex Requirement

Events which have the primary vertex reconstructed with at least 3 tracks are selected.
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Trigger requirement electron muon
period D-I EF e20medium EF mu18 inside-out
period J
period K EF e22medium EF mu18 inside-outmedium

period L-M EF e22vhmedium1 or EFe45medium1

Table 3.3: Electron and muon triggers that are used in the analysis. The convention of the
naming for triggers is explained in Section 2.4.1.

Overlap Removal

Overlapped objects are removed from the event as follows.

• Electrons within∆R< 0.1 of any selected muon are removed, where∆R=
√

(∆η)2 + (∆ϕ)2.

• If two selected electrons overlap within∆R< 0.1, the lowerpT electron is removed.

• Jets within∆R< 0.3 of any selected muon or electron are removed.

Emiss
T Cleaning

If jets with pT > 20 GeV which do not overlap (∆R > 0.3) with a selected lepton pass a bad jet
criteria, the event contains the jets is discarded. The bad jet is identified by examining some of
the common sources of spurious (noise spikes or coherent noise) or out-of-time (no-collision
background and cosmics) energy in the calorimeters.

Event Cleaning

Events with a liquid Argon calorimeter noise are removed. This selection is applied only in
data.

Z Mass Requirement

Invariant mass of two leptons of the same flavor and opposite charge is required to be|Mll −
MZ,PDG| < 10 GeV, whereMZ,PDG is theZ boson mass of 91.1876 GeV [25]. When there are
more than or equal to two pairs that fulfill the requirement, the one whose invariant mass is the
closest to MZ,PDG is taken. Figure3.4 shows the distribution of the invariant mass before this
cut.

Third Lepton Requirement

At least 3 leptons passing the object selection criteria are required. The lepton which is not
associated to theZ boson candidate is required to be the Combined (Tight) quality for muon
(electron) and to havepT > 20GeV. The quality for the muon and electron is explained in
Section 2.5.2 and 2.5.3, respectively. If there are more than or equal to two candidates that
fulfill the requirement, the one with the highestpT is taken.
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Emiss
T Requirement

Emiss
T in the event is required to have larger than 25 GeV. Figure3.5 shows the distribution of

theEmiss
T before this cut for each channel.

W Transverse Mass Requirement

The transverse mass of theW bosonMW
T is required to haveMW

T > 20 GeV. TheMW
T is defined

as

MW
T =

√
2pl

TEmiss
T (1− cos(∆ϕ)). (3.6)

Figure3.6shows the distribution before this cut for each channel.
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Figure 3.4: Invariant mass of two leptons which are the closest to theZ mass in the event.
These distributions are the ones before theZ mass requirement. (a) is the one of muon pairs and
(b) is the one of electrons.

Trigger Matching

At least one of the reconstructed leptons (muon or electron) is ensured that the lepton triggered
the event. This is performed by matching the object of corresponding trigger in Table3.3
with the reconstructed lepton. The requirement for the matching is∆R < 0.1 for muons and
∆R < 0.15 for electrons, where∆R is the distance between the reconstructed lepton and the
trigger object. The lepton is also required to havepT > 20 GeV for the muon andET > 25 GeV
for the electron. If there are more than or equal to two leptons that fulfill the requirement, the
lepton with the highestpT is taken for the matching.

Corrections with the Scale Factors

To reproduce the real detector performance in MC, the Scale Factors (SF) is applied to items
below in MC.
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Figure 3.5: Distributions of theEmiss
T before the cut.
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Figure 3.6: Distributions of the transverse mass of theW boson before the cut.
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• Reconstruction efficiency for muons

• Reconstruction and identification efficiency for electrons

• Isolation and impact parameter efficiency for muons and electrons

• Trigger efficiency for muons and electrons

The SF for above items except the trigger efficiency is defined as

SF=
εData

εMC
, (3.7)

whereεData is the corresponding efficiency measured in data andεMC is the one measured in
MC. For the trigger efficiency, the SF depends on the lepton flavor and the number of leptons.
Therefore it is defined as

SF=
1−∏N

k=1(1− εk
Data)

1−∏N
k=1(1− εk

MC)
, (3.8)

whereN is the number of leptons coming fromW± andZ which pass thepT cut required in
the trigger matching selection,εk

Data andεk
MC are the trigger efficiency for the lepton flavor of

k-th lepton. Figure3.7shows the SF of reconstruction efficiency for muons. Figure3.8shows
the SF of reconstruction and identification efficiency for electrons. Figure3.9 shows the SF
of isolation efficiency. Figure3.10 to 3.14show the muon and electron trigger efficiency for a
calculation of the SF.

Objects selection described in Section 3.2.2 is performed after the event cleaning.
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Figure 3.7: Scale Factor of the muon reconstruction efficiency. They are measured in ten
regions for each side as described in Section 2.3.5.
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Figure 3.8: Scale Factor of the reconstruction and identification efficiency for electrons.
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(c) Loose electron
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Figure 3.9: Scale Factor of the isolation efficiency.



3.2 Event Selection 79

η
-1 -0.5 0 0.5 1

 [r
ad

]
φ

-2

-1

0

1

2

3

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(a) Data, CB or ST muon, barrel
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(b) MC, CB or ST muon, barrel
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(c) Data, CB or ST muon, endcap
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(d) MC, CB or ST muon, endcap
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(e) Data, CB muon, barrel
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(f) MC, CB muon, barrel
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(g) Data, CB muon, endcap
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(h) MC, CB muon, endcap

Figure 3.10: Trigger efficiency of EFmu18 inside-out for the Scale Factor. (a) to (d) are the
ones with respect to the Combined or Segment-Tagged muon, while (e) to (h) are the ones with
respect to the Combined muon.
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(a) Data, CB or ST muon, barrel
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(b) MC, CB or ST muon, barrel

η
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

 [r
ad

]
φ

-3

-2

-1

0

1

2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(c) Data, CB or ST muon, endcap
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(d) MC, CB or ST muon, endcap
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(e) Data, CB muon, barrel
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(f) MC, CB muon, barrel
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(g) Data, CB muon, endcap
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(h) MC, CB muon, endcap

Figure 3.11: Trigger efficiency of EFmu18 inside-outmedium for the Scale Factor. (a) to (d)
are the ones with respect to the Combined or Segment-Tagged muon, while (e) to (h) are the
ones with respect to the Combined muon.
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(a) Data, Loose electron
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(b) MC, Loose electron
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(c) Data, Tight electron
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(d) MC, Tight electron

Figure 3.12: Trigger efficiency of EFe20medium for the Scale Factor. (a) and (b) are the
one with respect to the Loose electron, while (c) and (d) are the ones with respect to the Tight
electron.
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(a) Data, Loose electron
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(b) MC, Loose electron
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(c) Data, Tight electron
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Figure 3.13: Trigger efficiency of EFe22medium for the Scale Factor. (a) and (b) are the
one with respect to the Loose electron, while (c) and (d) are the ones with respect to the Tight
electron.
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(a) Data, Loose electron
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(c) Data, Tight electron
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Figure 3.14: Trigger efficiency of EFe22vh medium1 for the Scale Factor. (a) and (b) are the
one with respect to the Loose electron, while (c) and (d) are the ones with respect to the Tight
electron.
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3.2.2 Object Selection Optimization

The main objects needed to reconstruct aW±Z event areEmiss
T , muons and electrons. Although

hadronic jets are also used, they are only for cleaning purposes.

Background Rejection with the Isolation

Jets that fake electrons can be a significant background for theW±Z. In order to get better
S/N, it is important to reduce such objects. One of powerful ways of reducing fake objects is
requiring small amount of activity around the electron to be considered as the one decaying
from aW or Z boson. This method is called isolation. The isolation criteria should be different
from physics processes, that is why an optimization forW±Z is needed. There are mainly two
types of the isolation methods. One is to use tracks around the electron, called tracking isolation
hereafter. The other way is to use energy deposits in the calorimeter around the electron, called
calorimetric isolation hereafter [65].

The calorimetric isolation computes the reconstructed energy in a cone of half opening angle
R around the electron candidate direction. The energy of electron itself is not included in the
calculation. Figure3.15shows a schematic view of the cone around the electron. While a larger
cone will contain more energy in case of misidentified jets, a smaller cone is more robust against
energy depositions from pile-up events.

The tracking isolation computes the sum of scalarpT of tracks in a cone ofR around the
electron. In contrast to the calorimetric isolation, neutral particles do not contribute to this
quantity. Low pT tracks (pT < 1 GeV) and ones which are not reconstructed are also not
included in the calculation. Thus the rejection power is weaker than the calorimetric isolation.
The advantage of the tracking isolation, however, is that the contribution from tracks associated
with different vertices can be rejected by applying the track quality criteria. Thus the tracking
isolation is robust against the pile-up.

Figure 3.15: Isolation cone. While only the charged tracks (orange arrows) in the same vertex
are mainly used in the tracking isolation, tracks coming from other vertices or neutral particles
(blue arrows) also contribute to the calorimetric isolation.

One of main backgrounds forW±Z process isZ+jets events. TheZ+jets event can have
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non isolated lepton, and the lepton can be misidentified as the one coming from theW boson.
In that case the event is regarded as aW±Z event. In order to reduce those events, one needs
to find reasonable isolation variables and the values. To find them, isolation efficiencies and
background rejection efficiencies which are defined as below are measured withZ+jets event
candidates using the Tag-and-Probe method. The Tag-and-Probe method is described in Section
2.4.1. If the leptons derived fromZ+jets events are categorized into four groups as shown in
Table 3.4, one can define the isolation efficiency for isolated electrons and the background
rejection efficiency for non isolated electrons as below.

Emiss
T < 25 GeV Emiss

T ≥ 25 GeV
Probe leptons ofZ boson B A
Leptons of nonZ boson C D

Table 3.4: A matrix for determination of the isolation variables and their values. Events withZ
boson candidate are selected. TheZ boson candidate is identified when two leptons in the event
has an invariant mass|Mll − MZ,PDG| < 10 GeV. Remaining leptons are identified as the ones of
nonZ boson.

εiso =
The number of electrons in the region A passing the isolation requirement

All electrons in the region A
(3.9)

εrejection= 1− The number of electrons in the region C passing the isolation requirement
All electrons in the region C

(3.10)

The region A is the signal region. The rejection efficiencyεrejection is defined by using the
region D since leptons fromW boson exist in the region D. The reasonable isolation cuts are
the one where theεrejection is high as much as possible while keeping theεiso high. Here consider
four types of isolation variables with three different cone sizes as below.

• absolute calorimetric isolation:ET-cone(R= 0.2 or 0.3 or 0.4)

• absolute tracking isolation:pT-cone(R= 0.2 or 0.3 or 0.4)

• relative calorimetric isolation:ET-cone(R= 0.2 or 0.3 or 0.4)
ET

• relative tracking isolation:pT-cone(R= 0.2 or 0.3 or 0.4)
pT

The energy used in the calorimetric isolation is corrected to reduce the pile-up effect. Figure
3.16 shows that the isolation efficiency versus the rejection efficiency of electrons for each
variable with three different cone sizes. They show that the cone size 0.3 is the best trade-off

variable at the region where the isolation efficiency is high. Furthermore, they also show that the
relative cone isolation variable has better performance than the absolute cone isolation. Figure
3.17shows a comparison between the relative isolations and an adopted point for the electron
selection.
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(a) absoluteET cone (b) absolutepT cone

(c) relativeET cone (d) relativepT cone

Figure 3.16: Isolation efficiency (x-axis) versus rejection efficiency (y-axis) of four types of
isolation variables for electrons with three different cone sizes.
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Figure 3.17: Comparison between relative isolations. The magenta triangle is the adopted point
used for the electron selection.

Selections of Muons

The reconstructed muons used in this analysis are either Combined (CB) or Segment-Tagged
muons (ST), which are described in Section 2.5.2.

The object selection criteria for muons are summarized below.

• CB or ST muons

• pT > 15GeV.

– Figure 3.19(a) shows the distribution before thepT cut.

• As a track quality cut in the Inner Detector,

– At least one hit in the b-layer of the Pixel layers

– At least two hits in all Pixel layers

– At least six hits in the SCT

– The number of layers in the Pixel and SCT which have no hit made by the track is
required to be less than three

– Quality cut on the TRT is dependent on theη as follows:

∗ If |η| < 1.9, number of hits and outliers of the TRT is required to be greater than
six. And the fraction of number of outliers

number of outliers and hitsis also required to be less than 0.9

∗ If |η| ≥ 1.9, the fraction of number of outliers
number of outliers and hitsis required to be less than 0.9

only when the number of hits and outliers is greater than six

• |η| < 2.5
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• |z0| < 1mm and|d0|/σd0 < 3.

– The d0 andz0 are defined as the transverse and longitudinal impact parameters as
illustrated in Figure3.18. They are defined with respect to the interaction point
unless otherwise mentioned. Figure 3.19(b) and 3.19(c) show their distributions
before the cut on the variable displayed.

• pT-cone(R= 0.3)/pT < 0.15.

– Figure 3.19(d) shows the distribution before the cut.

Figure 3.18: The illustration of thed0 andz0. While thed0 is defined as the transverse im-
pact parameter, thez0 is longitudinal one. In this thesis, they are defined with respect to the
interaction point unless otherwise mentioned [23].

Figure3.20and3.21show the distribution of muon quantities in theZ → µµ sample after
these selections.
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Figure 3.19: Distributions of the variables used for the muon selection before the cut on the
variables displayed.
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(b) Combined muonpT
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(c) Segment−Tagged muonpT
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Figure 3.20: Distribution of muon quantities in theZ → µµ sample after the selections for
muons (1).
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Figure 3.21: Distribution of muon quantities in theZ → µµ sample after the selections for
muons (2). (a) and (b) are the distribution of CB+ ST. The presence of the detector support
structure (ϕ ∼ −1.5), magnet support (everyπ/8 at|η| ≃ 0.4 and 0.75), services for the calorime-
ters (|η| ≃ 0) can be seen inη-ϕ plane (a).|η| ≃ 1.2 is the transition region of the magnetic field.
Muons around the region are recovered by the Segment-Tagged algorithm (e).
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Selections of Electrons

The energy and direction of electrons are measured both in the Inner Detector and the Electro-
magnetic calorimeter. Theη andϕ measured in the Inner Detector are used if the track has at
least 4 Silicon hits (=Pixel hits+ SCT hits). Otherwise the ones measured in the calorimeter
are used instead. The transverse energy is calculated as,

ET =
cluster energy

cosh(η)
. (3.11)

Distribution of quantities of the electrons are shown in Figure3.23.
The η range used in this analysis is chosen carefully to ensure the presence of the Inner

Detector tracking coverage and to avoid the transition region between the barrel and the end-cap
calorimeters where the energy is not well measured. The object selection criteria for electrons
are summarized below.

• Electrons reconstructed with the calorimeter-based algorithm

• Object quality criteria have to be passed

– In 2011, there was a hardware problem on the liquid Argon calorimeter. The criteria
are for avoiding the electron objects affected by the regions or other data quality
issues. The effect can be seen in Figure 3.23(d).

• ET > 15 GeV.

– Figure 3.22(a) shows the distribution before theET cut.

• |η| < 1.37 or 1.52< |η| < 2.47

• A loose quality of identification for electrons coming fromZ bosons is required (A tight
quality cut for electrons coming fromW boson is required). The qualities are mentioned
in Section 2.5.3.

• |z0| < 1mm.

– Figure 3.22(b) shows the distribution before the cut.

• |d0|/σd0 < 10

– Figure 3.22(c) shows the distribution before the cut.

• ET-cone(R= 0.3)/ET < 0.14 andpT-cone(R= 0.3)/ET < 0.13.

– Figure 3.22(d) and 3.22(e) show their distribution before the cut on the variable
displayed.
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Figure 3.22: Distributions of the variables used for the electron selection before the cut on the
variables displayed.
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Figure 3.23: Distribution of electron quantities in theZ → eesample after the selections for
electrons. (a)ET (pT) distributions measured at the calorimeter (”cluster” in the figure), the ID
(”track” in the figure) and truth information. The cluster energy is employed forET of electrons
in this analysis. (c)∆R distributions between the truth information and the position measured
at the calorimeter or the ID. The positions of the ID are employed for the ones of electrons in
this analysis.
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The number of events at each selection in each channel is shown in Figure3.24. The expected
number of signal events after each selection is shown in Table3.5. The relative acceptance of
signal events after each selection is shown in Table3.6.
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Figure 3.24: The expected number of MC events after each cut and correction. The number of
events in data after each cut are also shown.
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Cutflow Events
µµµ µµe eeµ eee

All 1202.26
Muon or electron trigger 1120.78
Primary vertex 1117.91
Emiss

T cleaning 1116.16
Z cut 317.37 218.88
Three leptons 106.55 74.82 70.55 51.22
Emiss

T cut 86.44 59.17 57.00 40.50
W±MT cut 81.85 55.67 54.05 38.07
Trigger match 81.67 55.29 53.99 38.04
Corrections 78.32 54.20 51.77 37.24

Table 3.5: The expected number of signal events after each cut forW±Z → ℓνℓ′ℓ′ for L =
4.64fb−1. Theℓ andℓ′ are muon or electron. The event in whichτ lepton(s) decay into muon(s)
or electron(s) is also included.

Cutflow Acceptance (%)
µµµ µµe eeµ eee

All 100
Muon or electron trigger 93.22
Primary vertex 99.74
Emiss

T cleaning 99.84
Z cut 28.43 19.61
Three leptons 33.57 23.57 32.23 23.40
Emiss

T cut 81.12 79.09 80.80 79.07
W±MT cut 94.70 94.08 94.82 93.99
Trigger match 99.78 99.31 99.90 99.93
Corrections 95.89 98.04 95.89 97.89

Table 3.6: Relative acceptance of signal events after each cut forW±Z→ ℓνℓ′ℓ′ events.



96 The Datasets and Event Selection

3.3 Background Estimation

Major backgrounds in theW±Z process come from theZZ diboson process, jets associated with
Z boson, top quark pair productions (tt̄, tt̄+ W or Z ) andZ+γ events. This section describes
how to estimate them.

3.3.1 ZZ

ZZ events in which bothZ bosons decay leptonically are a major background for all theW±Z
channels. The shape of this background is estimated from MC simulation by applying the
selections described in Section 3.2.1 and 3.2.2 with the corrections. EachZZ event which passes
theW±Z selection hasEmiss

T greater than 25 GeV. In the case, the value ofEmiss
T comes mainly

from a lepton which is outside the fiducial acceptance of the detector. Figure3.25shows theη
distributions of truth muons and electrons which are not detected. As described in 2.3.5, muon
spectrometer covers|η| < 2.7 and has a gap around|η| = 0 for services. If a muon traverses the
region, the muon does not deposit its energy in the calorimeter and can cause largeEmiss

T . The
η distribution of electrons show peaks at|η| ∼ 1.4, which corresponds to the transition region
between the calorimeters.

The total number of events is determined by scaling the shape of distribution according to
the theoretical cross-section and the measured luminosity.

3.3.2 Z+γ

Leptonic decays ofZ bosons produced in association with photons can be identified as tri-lepton
event if a photon converts into an electron-positron pair. This process is simulated in Mad-
Graph generator, together with the simulation programs Pythia for the hadronization. PHO-
TOS, TAUOLA and GEANT4 are for the detector simulation of photon conversions.

3.3.3 tt̄

Top quarks can produce multiple leptons thorough subsequent leptonic decays ofW bosons and
semi-leptonic decays of bottom quarks. Besides that, particles within jets produced in hadronic
decay ofW boson can also be identified as electrons. Most of those events can be removed by
requiring isolation cuts and the impact parameter cuts for leptons which come from theb quark
or light quark jets. On the other hand, those reconstructed leptons may not be well modeled
in MC, therefore a data-driven method is preferred to estimate the events. According to the
MC, however, approximately only threett̄ events remain after all selection cuts and it indicates
that full data-driven estimate is difficult to perform due to the low statistics. That is why a data
driven correction is applied to thett̄ events instead of the full data-driven method. In order
to provide a correction factor,tt̄ enriched control sample needs to be defined. As the control
region, the same sign of leptons forZ candidate selection is chosen instead of the opposite sign
pairs. Sincett̄ events do not contain an actualZ boson, their distribution is not affected from the
requirement. Figure 3.26(a) and 3.26(b) show them, which are the distributions of the invariant
mass and theEmiss

T for the signal sample and the control sample.
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Figure 3.25: Missing leptons inZZ. pT of each truth lepton is greater than 15 GeV.
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Figure 3.26: (a) Invariant mass distribution for the lepton pair closet to theZ boson mass after
all selection cuts except theZ mass cut intt̄ simulation sample. (b)Emiss

T distribution after all
selection cuts except theZ mass cut intt̄ simulation sample.

Figure 3.27(b) and 3.27(a) show the distribution ofEmiss
T when the same sign lepton pairs

are required. They show that only thett̄ is main component. The region where the purity oftt̄
events is greater than 80 % isEmiss

T < 200 GeV foreµµ, 60 GeV< Emiss
T < 200 GeV foreeµ.

These range are used to estimate the correction factor. The ratio of data to MC is 2.06± 0.77
for µµe and 2.32± 1.13 for eeµ and the final correction factor is determined as 2.2 with an
uncertainty of 1.0.

Apart from thett̄ estimate mentioned above, thett̄ associated with a weak boson event is
considered separately. Since bothtt̄ +W± andtt̄ + Z have real three leptons unlike the event of
tt̄ only, those events are easy to pass the selections compared to the one including non-isolated
lepton or the lepton derived from b-quark. Therefore non-negligible events can remain in spite
of very low production cross-section. These events are estimated with MC.

3.3.4 Z+jets

Z+jets events are another main background to theW±Z events. These events can contain a
third lepton from heavy-flavor quark decays or muons from in-flight decays of pions and kaons.
While leptons from the decay ofZ bosons are primarily isolated, leptons from bottom or charm
quark decays tend to be spatially correlated with jets. That is why leptons originated from
hadronic decays can be removed by isolation requirements. In order to estimate theZ+jets
events, a full data-driven method is employed since the MC prediction for jet fragmentation
may not be modeled well. The estimate is performed in two steps as described follows.

Preparing the fake lepton factor on Z+jets events To estimate theZ+jets events in the
signal region, a fake lepton factor as the lepton fake probability is prepared. Since the fake
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(a) µµe (b) eeµ

Figure 3.27: Emiss
T distribution after all selection cuts with a pair of same charge having a mass

closest to theZ mass inµµechannel (a) andeeµ channel (b).

lepton factor is expected to depend strongly on the kinematics, the control region which is used
to determine the fake lepton factor should be as similar as possible to the signal region. As such
the region, the event having aZ boson and an additional lepton candidate but failing theEmiss

T
selection to explicitly exclude the signal region is chosen.

The additional lepton candidates in those selected events are then categorized into two
groups. For muons, if the candidate fails passing the isolation selection, it is identified as a
”Bad” muon and if it passes the selection, the candidate is identified as a ”Good” muon. For
electrons, in addition to the isolation selection, the identification criteria are also used. Likewise
for the case of muons, if the electron candidate fails passing isolation selection or loose identi-
fication, the candidate is identified as the ”Bad” electron and if it passes both the selections, it
is categorized as the ”Good” electron. All the other selections required on the additional candi-
date are the same as described in 3.2.2. The ”Good” leptons and ”Bad” ones for the fake lepton
factor determination are corresponding to the regions B and C in Figure3.28, respectively.

The fake lepton factor is defined as

flepton=
NGood lepton

NBad lepton
, (3.12)

whereNGood lepton the number of ”Good” muons or electrons andNBad lepton is the number of
”Bad” muons or electrons. Events which have three real leptons contribute to both the nu-
merator and denominator of the fake lepton factor. This contribution is estimated with MC
and subtracted. Figure 3.29(a) and 3.29(b) show the number of ”Bad” and ”Good” electrons
as function ofpT, respectively. The distributions for muons are shown in Figure 3.30(a) and
3.30(b).

In addition to the inclusive estimate, the fake lepton factor in bins ofZ bosonpT, pZ
T is

prepared for the aTGC limit extraction of thepZ
T distribution forWZcandidates. The differential

fake lepton factor is determined as the same way of the inclusive estimate, except the events is
divided by thepZ

T. Figure 3.31(a) and 3.31(b) show the fake lepton factor as a function ofpZ
T for

muons and electrons. The fake lepton factor measured in MC is also shown as a comparison.
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Figure 3.28: Matrix for the data-driven onZ+jets
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Figure 3.29: pT of additional electrons in lowEmiss
T region
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Figure 3.30: pT of additional muons in lowEmiss
T region
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Due to lack of data statistics in the last two bins ofpZ
T, the fake lepton factor is calculated for

the last three bins together.
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Figure 3.31: Fake lepton factor in bins ofpZ
T

Z+jets events estimation using fake lepton factor To estimate the contribution ofZ+jets to
signal region corresponding to the region A in Figure3.28, a control sample ofZ+jets events
which corresponds to the region D and to which the fake lepton factor applies is identified in
data. This sample contains two reconstructed leptons passing all object selections and at least
one jet which could be identified as a lepton. The jet in the control region fails passing the
isolation selection, which is for muons, and identification and isolation, which are for electrons
The sample is required to pass all event selection criteria including theEmiss

T andMW
T selections

to be as close to the signal region as possible. The estimate ofZ+jets in the signal region is
obtained by scaling each event with the fake lepton factor.

3.4 Systematic Uncertainty

Systematic uncertainties considered are the one related to the trigger, reconstructed objects
(muons, electrons,Emiss

T ), background estimations with data and simulations. The uncertainties
for the trigger, the muon (electron) reconstruction efficiency, the electron identification effi-
ciency and the muon (electron) isolation and impact parameter efficiency are evaluated on their
scale factors. The summary of all relative acceptance uncertainty from the simulations is shown
in Table3.7.

Uncertainty on the trigger

The trigger efficiency is measured by the Tag-and-Probe method. The concept is explained in
Section 2.4.1. The uncertainties on the trigger efficiency consist of the one of the muon trigger
and the one of the electron trigger.
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• As the uncertainties on scale factors for the single muon trigger, six sources are considered
[17]. The variations of scale factors in terms ofpT and the variation of the bin size
which is used to derive the scale factors are considered to be uncertainties. Since the
tag and probes are produced back-to-back inϕ, probes tend to be located opposite to
high efficiency regions. Possible bias due to the effect was also evaluated. The selection
criteria for the tag and probes is also another source. The sensitivity of the scale factors to
the MC modeling can be another source. The effect of different pile-up simulation model
is also considered. The resulting change of each source in the scale factors is quoted as
the systematic uncertainty for each source. The individual systematic uncertainties are
considered to be uncorrelated and are added in quadrature to obtain the total systematic
uncertaintyσmutriggeron the muon trigger.

• The uncertainties on the electron trigger include the biases due to the selection criteria
for the tag and probes, the invariant mass cut and the∆R requirement between the trigger
and reconstructed electrons. The variations seen as a function ofη is also considered
as systematic sources [18] [66]. The individual systematic uncertainties are considered
to be uncorrelated and are added in quadrature to obtain the total systematic uncertainty
σelectriggeron the muon trigger.

The final uncertainty on the muon and electron trigger forW±Z → ℓνℓ′ℓ′ process is ob-
tained as the difference in signal acceptance by shifting the scale factors by±1σmutrigger and
±1σelectrigger, respectively,

Uncertainty on the muons

The uncertainties on reconstructed muons are divided into three types.

• Uncertainty on the muon reconstruction efficiency. As is the case off the trigger efficiency,
the reconstruction efficiency is also measured by the Tag-and-Probe method, though the
probes are defined as the Inner Detector tracks instead of Combined muons. As the uncer-
tainty estimation, the cuts on the selection for tag and probes are varied [67]. The amount
of simulated background is also varied. And the resulting change in the scale factors is
quoted as systematic uncertainty. The individual systematic uncertainties are considered
to be uncorrelated and are added in quadrature to obtain total systematic uncertainty.

• Uncertainty on the momentum resolution ofpT. The uncertainty of the material budget in
the Inner Detector is evaluated by constraining multiple scattering correction in simula-
tions. The uncertainty originated from the alignment accuracy in the Muon Spectrometer
is also evaluated [68].

• Uncertainty on the muon isolation and impact parameter efficiency. The isolation and
impact parameter efficiency is measured by the Tag-and-Probe method. The uncertainty
is estimated by varying the cuts on the selection for tag and probes.
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Uncertainty on the electrons

The sources of the systematics on the electron are the reconstruction and identification effi-
ciency, isolation and impact parameter efficiency, and energy scale and resolution.

• Uncertainty on the electron reconstruction and identification efficiency. The efficiency
is measured by the Tag-and-Probe method. The dominant systematic uncertainty on the
efficiency is the background subtraction from the probe samples [69]. The uncertainty
was estimated by varying the background level under the signal, the cuts applied to the
tag component and background subtraction method itself.

• Uncertainty on the electron isolation and impact parameter efficiency. The isolation and
impact parameter efficiency is measured by the Tag-and-Probe method. The uncertainty
is estimated by varying the cuts on the selection for tag and probes.

• Uncertainty on the energy scale and resolution. The imperfect knowledge of the material
in front of the electromagnetic calorimeter affects the electron energy measurement. This
is the dominant systematic source of the electron energy scale. As other sources, elec-
tronic calibration and the cross-talk of the calorimeter, pile-up effect are also considered
[69]. The dominant uncertainty for the energy resolution is due to the uncertainty on
the sampling term, as the constant term is correctly reproduced by the simulation. The
uncertainty is estimated by increasing the sampling term in the simulation.

Uncertainty on the Emiss
T

Since the calculation ofEmiss
T is built from other reconstructed objects, the uncertainties on those

objects can be propagated to theEmiss
T in a straightforward way. Besides that, the uncertainties

from propagating the muon and electron energy scale and resolution uncertainties are included
in the muon and electron uncertainties, therefore they are not considered in theEmiss

T uncer-
tainty. The remaining sources of the systematic uncertainty come from the jet objects, which
are the topocluster energy scale, the jet energy scale and resolution, and the pile-up effect. Each
systematic uncertainty is propagated to theEmiss

T .

Background estimations with data

tt̄ The uncertainties on thett̄ events estimate is split into two terms. One is the original statis-
tical uncertainty coming from MC but multiplied by the correction factor which is estimated in
Section 3.3.3. The second one is derived from the uncertainty on the correction factor.

Z+jets The systematic uncertainties on the Data Driven estimate for theZ+jets events consist
two components. One is derived from the scale factor which is used when the fake lepton factor
to be applied from lowEmiss

T control region to the highEmiss
T signal region. This is estimated

from simulation and dijet data. An additional systematic uncertainty comes from the subtraction
of non Z+jets samples in the control regions in data. These samples includeWZ, ZZ, andtt̄
simulations. This is estimated by varying the uncertainty of each sample.
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Generator

As the generator uncertainty, the difference between the MC@NLO and POWHEG BOX [70]
is taken as the uncertainty.

Parton distribution functions

The uncertainty on the CT10 NLO PDF set is obtained using PDF error sets.

σ+ = σ− =

√∑n
i = 1[max(Ai − AWZ,0)]2 +

√∑n
i = 1[max(AWZ− Ai ,0)]2

2AWZ
(3.13)

whereAWZ is the acceptance forW±Z signals which is evaluated with the central value of
the CT10 NLO,Ai is the acceptance evaluated at a shifted value of CT10 for one sigma at a
parameter. The uncertainty between different PDF sets is estimated by comparing CT10 to the
central MSTW 2008 NLO PDF set [71]. The uncertainty due to the statistics of the sample is
also considered.

QCD scale

The uncertainty of renormalization (µr) and factorization (µ f ) scales onAWZ are also evaluated.
It is obtained by varying the scale by a factor of 2 and 0.5 in the MC@NLO sample.

Source µµµ µµe eeµ eee

µ-reconstruction efficiency 0.8 0.5 0.3 –
µ-pT scale and resolution 0.1 0.1 <0.1 –
µ-isolation and impact parameter efficiency 0.6 0.4 0.2 –
e-reconstruction efficiency – 0.8 1.7 2.5
e-identification efficiency – 1.2 2.3 3.5
e-energy resolution – <0.1 0.1 0.1
e-energy scale – 0.3 0.3 0.5
e-isolation and impact parameter efficiency – 0.4 1.1 1.5
Emiss

T -jet energy scale 0.1 0.1 0.1 0.1
Emiss

T -jet energy resolution 0.3 0.4 0.3 0.3
Emiss

T -cluster energy scale 0.2 0.6 0.2 0.4
Emiss

T -pileup 0.1 0.3 0.1 0.3
µ-trigger efficiency 0.3 0.2 0.1 –
e-trigger efficiency – <0.1 <0.1 <0.1
Generator 0.4 0.4 0.4 0.4
PDF 1.2 1.2 1.2 1.2
QCD scale 0.4 0.4 0.4 0.4
Luminosity 1.8 1.8 1.8 1.8

Table 3.7: Summary of all relative acceptance uncertainties (%) for each channel which is used
in the cross-section calculation.
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3.5 Summary

Kinematic distributions ofW±Z→ ℓνℓ′ℓ′ candidates after all the selections are shown in Figure
3.32to 3.37. Figure3.38shows an example of event display for aWZcandidate.
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Figure 3.32: Distributions after all selection cuts 1.
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Figure 3.33: Distributions after all selection cuts 2.
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Figure 3.34: Distributions after all selection cuts 3. The missingEZ and the invariant mass of
WZare estimated by assuming theW boson mass.
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Figure 3.35: Distributions after all selection cuts 4.
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Figure 3.36: Distributions after all selection cuts 5.
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Figure 3.37: Distributions after all selection cuts 6.
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Figure 3.38: An event display of the typicalWZ candidate (Run number: 191425, Event:
4424703). The upper left window shows the X-Y plane of the detector. Two bold red lines
are muons of theZ candidate, while the bold green line is the electron derived from theW
candidate. The red arrow in the figure indicates the direction ofEmiss

T . The upper right window
shows theη-ϕ plane. The bottom window shows the z-R plane around the interaction point.
Vertices are shown on the window.
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3.5.1 Comparison of Final Numbers of Observed and Expected Events

The number of expected and observed events after applying all selection cuts with statistical
and systematic uncertainties are shown in Table3.8. 317W±Z candidates are observed in data,
231.2 signal and 68.1 background events are expected. TheZ+jets background is estimated
using data-driven methods, top quark production is estimated with MC and rescaled to data as
described in 3.3.3 and 3.3.4. All the other productions come from MC simulations. For each
channel, the fractional systematic uncertainties are calculated by combining different sources
in quadrature and then applying to the central value of MC-based estimates. The systematic
uncertainties on theZ+jets are estimated from the data-driven method.
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Chapter 4

Cross Section Measurement

4.1 Cross Section Extraction

In order to calculate a cross section, a log-likelihood approach is employed. This approach takes
into account the Poisson statistics of the samples. For the calculation, the number of observed
and expected events as well as the number of estimated background events are needed and those
are shown in Table3.8.

Since the number of expected signal and background events are not perfectly known, nui-
sance parameters are introduced to express fractional errors. The likelihood function with the
nuisance parameters can be defined as

L(σ,β) =
4∏

i=1

Pois(Ni
obs,N

i
s(σ,β) + Ni

b(β)) · e−
β·β
2 , (4.1)

where Pois(Ni
obs,N

i
s(σ,β)+Ni

b(β)) is the Poisson probability of observingNi
obsevents in channel

i when Ni
s signal andNi

b background events are expected,σ the total cross-section ofW±Z
which is to be calculated andβ is the nuisance parameters assumed to be a standard normal
distribution. TheNi

s andNi
b are affected by the nuisance parameters as

Ni
s(σ,β) = Ni

s(σ)(1+
∑

k

βkS
i
k),

Ni
b(β) = Ni

b(1+
∑

k

βkB
i
k), (4.2)

whereSi
k andBi

k are the relative uncertainties on the signal and background, respectively, due to
thek-th source of uncertainty in channeli as listed in Table3.7and Table3.8. The components
of β are nominally zero, but allowed to float in the fit with Gaussian constraints imposed. The
Ni

s(σ) in the total volume can be expressed as

Ni
s(σ) =

σ

σMC
× NMC, (4.3)
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To find the most probable value of the cross sectionσ, the negative log-likelihood function is
minimized simultaneously over theσ and all the nuisance parametersβk. The final results for
the total cross-section measurement in each channel and for the combined measurement are
shown in Table4.1. The uncertainties are estimated by taking the difference between the cross-
section at the minimum of the negative log-likelihood function and the cross-section where the
negative log-likelihood is 1/2 unit above the minimum in the direction of the fit parameterσ.

Channel Cross-section [pb]

µµµ 18.7+2.3
−2.2 (stat.)±1.3 (syst.)±0.4 (lumi.)

µµe 17.7+2.9
−2.6 (stat.)±1.2 (syst.)±0.4 (lumi.)

eeµ 20.7+3.0
−2.7 (stat.)±1.1 (syst.)±0.4 (lumi.)

eee 18.8+3.6
−3.2 (stat.)±1.7 (syst.)±0.4 (lumi.)

Combined 19.0+1.4
−1.3 (stat.)±0.9 (syst.)±0.4 (lumi.)

Table 4.1: Measured total cross-sections for each channel and combined. The systematic un-
certainty includes all sources except luminosity.

Calculation of uncertainties on cross-section

As described above, the likelihood function with nuisance parameters takes into account all
uncertainties. The contribution from each source of uncertainties is obtained by changing the
acceptance of the signal and background in the likelihood function by one sigma upward and
downward separately, and performing the re-minimizing the function. The difference between
the nominal cross-section value and the one obtained from the shifted acceptance is taken as
the estimate of systematic uncertainty on the cross-section. The systematic uncertainties are
summarized in Table4.2. All uncertainties are added in quadrature to yield the total uncertainty
except the one of luminosity. The largest single source of systematic uncertainty is the data-
driven estimate of the background contributions, dominated by that for Z+ jets production.
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Source µµµ eµµ eeµ eee Combined

µ-reconstruction efficiency +0.9
−0.9

+0.6
−0.6

+0.3
−0.3 – +0.5

−0.5

µ-pT scale and resolution +0.1
−0.1

+0.1
−0.1

+0.0
−0.0 – +0.1

−0.1

µ-isolation and impact parameter efficiency +0.7
−0.7

+0.5
−0.5

+0.2
−0.2 – +0.4

−0.4

e-reconstruction efficiency – +0.9
−0.9

+1.9
−1.8

+2.9
−2.7

+1.1
−1.1

e-identification efficiency – +1.4
−1.3

+2.5
−2.4

+4.1
−3.8

+1.6
−1.6

e-energy resolution – +0.0
−0.0

+0.1
−0.1

+0.1
−0.1

+0.0
−0.0

e-energy scale – +0.3
−0.3

+0.3
−0.3

+0.6
−0.6

+0.2
−0.2

e-isolation and impact parameter efficiency – +0.3
−0.3

+1.2
−1.2

+1.6
−1.5

+0.6
−0.6

Emiss
T -Jet Energy Scale +0.1

−0.1
+0.1
−0.1

+0.1
−0.1

+0.1
−0.1

+0.1
−0.1

Emiss
T -Jet Energy Resolution +0.2

−0.2
+0.5
−0.5

+0.3
−0.3

+0.3
−0.3

+0.3
−0.3

Emiss
T -cluster +0.2

−0.2
+0.7
−0.7

+0.2
−0.2

+0.4
−0.5

+0.4
−0.4

Emiss
T -pileup +0.1

−0.1
+0.3
−0.3

+0.1
−0.1

+0.3
−0.3

+0.2
−0.2

µ-trigger efficiency +0.3
−0.3

+0.2
−0.2

+0.1
−0.1 – +0.2

−0.2

e-trigger efficiency – +0.0
−0.0

+0.0
−0.0

+0.0
−0.0

+0.0
−0.0

generator +0.4
−0.4

+0.4
−0.4

+0.4
−0.4

+0.4
−0.4

+0.4
−0.4

PDF +1.2
−1.2

+1.2
−1.2

+1.2
−1.2

+1.2
−1.2

+1.2
−1.2

QCD scale +0.4
−0.4

+0.4
−0.4

+0.4
−0.4

+0.4
−0.4

+0.4
−0.4

signal statistics (MC) +0.9
−0.9

+1.1
−1.1

+0.9
−0.9

+1.3
−1.3

+0.5
−0.5

background statistics (MC) +0.1
−0.1

+1.6
−1.6

+0.2
−0.2

+1.7
−1.7

+0.4
−0.4

background statistics (Data Driven) +4.5
−4.5

+4.3
−4.3

+2.8
−2.8

+5.1
−5.1

+2.3
−2.2

Data Driven method for Z+jets +4.4
−4.4

+3.9
−3.9

+2.5
−2.5

+4.5
−4.6

+3.1
−3.0

Data Driven method for top +1.3
−1.3

+1.8
−1.8

+1.3
−1.3

+0.5
−0.5

+1.3
−1.3

Total (no luminosity systematics) +6.8
−6.8

+6.8
−6.8

+5.5
−5.4

+9.0
−8.9

+4.9
−4.8

Table 4.2: Relative systematic uncertainties (%) on the total cross-section for each channel and
the combined result.
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Triple Gauge Coupling Measurement

5.1 Extraction Procedure

To set limits on the aTGC parameters, a frequentist approach is adopted [72] [73]. The proce-
dure is as follows.

1. A likelihood function is constructed.

L(Nobs|α,β) =
N∏

i=1

Pois(Ni
obs,N

i
s(α,β) + Ni

b(β)) · e−
β·β
2 , (5.1)

Ni
s(α,β) = Ni

s(α)(1+
n∑

k=1

βkS
i
k), (5.2)

Ni
b(β) = Ni

b(1+
n∑

k=1

βkB
i
k), (5.3)

whereNobs the number of observed events,α the aTGC parameters∆gZ
1 ,∆κ

Z,∆λZ. N is
the number of bins of a histogram to be used for the aTGC extraction andβ the nuisance
parameters which represent the Gaussian constrained systematics. The function is the
same of the one for the cross section extraction described in Equation 4.1, ifα andN are
replaced with theσ and number of channelsN = 4, respectively.

2. A test statisticq(α) is constructed by taking the ratio of the profile maximum likelihood
at a test aTGC parameter valueα to the full maximum likelihood.

q(α) =
L(Nobs|α, ˆ̂β)

L(Nobs|α̂, β̂)
, (5.4)

where ˆ̂β is the estimator ofβ that maximizes the numerator for the fixed test value ofα,
α̂ andβ̂ are the values ofα andβ which maximize the denominator.

3. The observed test statisticqobs(α) is calculated using theNobs for a value ofα. And 10000
of pseudo experiments for the sameα of qobs(α) are generated. At the pseudo experiment,
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theβ is fluctuated around the mean value ofˆ̂β of qobs(α) as Gaussian and the number of
pseudo observed eventsNpe-obs is generated randomly by assuming a Poisson distribution
whose mean is computed from theα andβ with the Equation 5.2. Then the test statistic
qpe(α) for each pseudo experiment is calculated and the distribution ofqpe(α) is made.
Finally the p-value defined as the fraction ofqpe(α) which are smaller than theqobs(α) is
calculated.

4. By scanning the aTGC parameterα, the step 3 is repeated. The 95% confidence interval
(C.I.) of α for the observed data is determined where the p-value is greater than 5%.

The limits are set on each aTGC parameter by setting the other two aTGC parameters to
zero.

5.1.1 Reweighting the aTGC Parameters

To determine limits on aTGCs with the procedure described in the previous section, many points
of α in a certain range need to be prepared. The MC@NLO version 4.0 [55] used for the
estimate ofW±Z events can be reweighted to any phase space of aTGC(∆gZ

1 ,∆κ
Z, λZ). Each

event of the MC@NLO has a vector of 10 weightsw for the reweighting. The general amplitude
for theW±Z process can be written as follows:

A = A0 + ∆gZ
1A∆gZ

1
+ ∆κZA∆κZ + λZAλZ , (5.5)

withA0 the SM result. An event weight (i.e. the cross-section) is therefore:

w(∆gZ
1 ,∆κ

Z, λZ) = w0 + (∆gZ
1)2w1 + (∆κZ)2w2 + (λZ)2w3

+ 2∆gZ
1w4 + 2∆κZw5 + 2λZw6

+ 2∆gZ
1∆κ

Zw7 + 2∆gZ
1λ

Zw8 + 2∆κZλZw9. (5.6)

Each aTGC parameters is a form ofα0/
(
1+ ŝ

Λ2

)2
where ŝ is the four-momentum squared

of theW±Z system andΛ is the cut-off scale as explained in Section 1.1.5. The final expected
number of signal eventsNi

s(∆gZ
1,∆κ

Z, λZ) is obtained by accumulating those weight with the
form of

Ni
s(∆gZ

1 ,∆κ
Z, λZ) = Wi

0 + (∆gZ
1)2Wi

1 + (∆κZ)2Wi
2 + (λZ)2Wi

3

+ 2∆gZ
1Wi

4 + 2∆κZWi
5 + 2λZWi

6

+ 2∆gZ
1∆κ

ZWi
7 + 2∆gZ

1λ
ZWi

8 + 2∆κZλZWi
9, (5.7)

whereWi
j is the accumulated weight ofwi

j over the events which pass all selections described
in Section 3.2.1.
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5.2 Observable Selection

As described in Section 1.1.5, the presence of aTGCs modifies theW±Z cross section. The
Figure5.1shows that theW±Z cross-section has a quadratic dependence on the aTGC. Further-
more, some observables that are sensitive to

√
ŝ are expected to be deviated from the Standard

Model more significantly than the cross section alone since those observables include not only
the effect on the cross-section but also the one on their distributions. The dependence of the
aTGCs on some observables that are sensitive to

√
ŝ can be found in Figure5.2. Those figures

show large deviations from the Standard Model distributions at high mass or momentum.

Figure 5.1: The aTGC parameter dependence on the cross section at 7 TeV.

In order to find the most sensitive distribution to the aTGC parameters, a toy study was
performed for leading leptonpT, invariant mass of the three leptons ofWZ, mWZ and pZ

T. For
the study each distribution is divided into 4 bins. The binning is selected so that each bin has
the same number of expectedW±Z events to exclude a potential bias due to different binnings.
The optimization of the binning is performed separately and described in Section 5.3. For each
aTGC parameter and for each observable, the width of the 95% confidence interval is calculated
in 5000 toy experiments. The results show that the measuredpT of Z boson gives the narrowest
expected limits for all three a TGC and hence the observable is employed.
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(a) leading leptonpT

(b) Invariant mass of theW andZ boson

(c) Z bosonpT

Figure 5.2: The impact of aTGCs on the truth distributions.
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5.3 Binning Selection

The ratio of number of expected Standard Model to aTGC events varies as the binning of the
distribution for thepT of Z boson changes. In order to choose a binning for the extraction of
aTGC limits, a toy study, which is the same way of the selection of observable, is performed.
The study finds the sensitive binnings, which are six bins inpZ

T of width 30 GeV followed by
a wide bin that includes 180-2000 GeV. Figure5.3 shows thepZ

T distribution of the selected
events together with the SM prediction and non-zero anomalous couplings without form factor
for illustration. Table5.1 and5.2 show the final number of events and the relative acceptance
uncertainties in each bin of thepZ

T, respectively.
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Figure 5.3: The pT distribution ofZ bosons.
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5.4 Result

Table5.3shows the observed 95 % C.I. and the expected ones on the aTGC with two different
cut-off scales,Λ = 2 TeV andΛ = ∞. Comparison for each aTGC parameter with the result of
Tevatron is shown in Figure5.4.
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Zg∆

 = 7 TeVsATLAS, 

∞ = Λ,  -14.6 fb
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 = 1.96 TeVsD0, 

 = 2 TeVΛ,  -14.1 fb

ATLAS

-l+lν± l→Z ±W
95% C.L.

Figure 5.4: Limits of the aTGC parameters.

Observed 95 % C.I. Observed 95 % C.I. Expected 95 % C.I.
Λ = 2 TeV no cut-off, Λ = ∞ no cut-off, Λ = ∞

∆gZ
1 [-0.074, 0.133] [-0.057, 0.093] [-0.046, 0.080]

∆κZ [-0.42, 0.69] [-0.37, 0.57] [-0.33, 0.47]
λZ [-0.064, 0.066] [-0.046, 0.047] [-0.041, 0.040]

Table 5.3: Observed and expected 95 % C.I. on the aTGC



Chapter 6

Discussion

6.1 Comparison of the Cross Section Measurement with Other
Experiments

Figure6.1shows theW±Z cross-section measurement with the CDF [3] and D0 [4] experiment
at 1.96 TeV in pp̄ collisions, the CMS [24] experiment at 7 TeV inpp collisions as well as
the result of this study. The orange band corresponds to prediction ofσWZ in pp̄ collisions at
1.96 TeV andpp collisions at 7 TeV. The measurement of theW±Z cross-section in this thesis
is the one with the highest center of mass energy at present and also the most accurate result at
the energy. This result is consistent with the Standard Model expectation within the uncertainty
and confirms that the GWS theory is true even at the high center of mass energy. The total
cross-section at 7 TeV measured with the ATLAS is 19.0+1.4

−1.3 (stat.) ±0.9 (syst.) ±0.4 (lumi.).
The dominant uncertainty is the statistic one. Therefore it is meaningful to see it with more
statistics.

6.2 Comparison of the Limit on the anomalous TGC with
Other Experiments

As seen in the Figure5.4, the limits on anomalous TGC are also determined at 7 TeV with
4.6 fb−1 data. The expected limits at the ATLAS are slightly more stringent than the observed
limits. It is because a slight excess is seen in data relative to the expectation. Moreover, much
of the sensitivity to the aTGCs comes in the last bin ofZ bosonpT. In the ATLAS, finally 11.5
events are expected and 13 events are observed in the last bin in Figure5.3. On the other hand,
the D0 experiment expected 2∼ 3 events in the last bin and observed 0. That is why the D0 got
stringent limits.

In this study, separate conservation of chargeC and parityP on the general Lagrangian is
required. As a result, the number of aTGC parameters is reduced to three, and this enables us
to compare the result with the one of the Tevatron. There is no simulation currently available
which includes aTGC parameters which are not conserve chargeC and parityP separately for
theWZfinal state. However, nonC andP conserving aTGC parameters should be also checked
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 [pb]totalσ

0 5 10 15 20 25 30 35 40

Theory

-1ATLAS 7 TeV 4.6 fb

-1CMS 7 TeV 1.1 fb

-1CDF 1.96 TeV 7.1 fb

-1D0 1.96 TeV 4.1 fb

Figure 6.1: Comparison of the cross-section with other experiments results. The cross-section
measured by the CDF is 3.9+0.6

−0.5(stat.)+0.6
−0.5(syst.) pb [3] and the one of the D0 is 3.9+1.1

−0.9 pb [4].
The prediction of the cross-section at 1.96 TeV is 3.5± 0.21 pb, which is quoted from [3]. The
cross-section measured by the CMS is 17.0 ± 2.4(stat.) ± 1.1(syst.) ± 1.0(lumi.) pb [24]. The
prediction of the cross-section at 7 TeV is 17.6+1.1

−1.0 pb.

in the future.
This measurement is a model-independent approach. In the current results at the ATLAS,

there are no obvious signatures for physics beyond the Standard Model except the Higgs-like
bosons [37]. In such situations, precise measurement of aTGC can provide a possibility to
search beyond the Standard Model. The LHC has started the operation with the center of mass
energy of 8 TeV since early 2012 and already accumulated 21.7 fb−1 data, which is four times
more than the one of 2011. It is also expected to run at 13∼ 14 TeV from 2015 with increased
luminosity. Since the aTGC is sensitive to

√
ŝ, the four-momentum squared of theWZ system,

aTGCs may be observed at these energy and therefore interesting. This study has confirmed
that theWZprocess is a good probe for the precise test of the SM and the search of the BSM.



Chapter 7

Conclusion

Measurements of theW±Z production in proton-proton collisions at the center of mass energy
of 7 TeV have been presented using a data sample with an integrated luminosity of 4.6 fb−1,
which was collected with the ATLAS detector at the LHC. The candidateW±Z events were
selected in the fully leptonic final states with electrons, muons, and large missing transverse
momentum. In total, 317 candidates were observed with a background expectation of 68± 10
events. The total cross-section is determined to be

σtot
WZ = 19.0+1.4

−1.3(stat.) ± 0.9(syst.) ± 0.4(lumi.) pb.

This result is consistent with the SM prediction of 17.6+1.1
−1.0 pb.

Limits on anomalous triple gauge couplings have been derived based on the observedpZ
T

distribution. The 95 % confidence intervals are

∆gZ
1 ∈ [−0.057, 0.093]

∆κZ ∈ [−0.37, 0.57]

λZ ∈ [−0.046, 0.047]

without a form factor.
Both results are consistent with the SM prediction. The uncertainty is dominated by statis-

tics. Therefore further test with data with higher statistics is desirable. A precise measurement
of aTGC inWZprocess is a good probe for the search of BSM. This study has confirmed them.
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