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Abstract

This thesis reports a new measurement of the ortho-positronium decay
rate λo-Ps. The improvements of the setup and the analytic techniques solve
the crucial systematic errors previously suffered. The obtained result is
λo-Ps = 7.0401± 0.0006(stat.)+0.0007

−0.0009(sys.) μs−1, where the first error is the
statistical error, and the second represents the systematic error.

The measured value is consistent with the theoretical QED prediction
and the recent measurements from 1995. In addition, the world average of
the decay rate favors the O(α2)-corrected QED prediction rather than that
of O(α) correction.
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Chapter 1

Introduction

The aim of this experiment is a test of bound state Quantum ElectroDy-
namics (QED). The predictions of the higher order corrections are verified
by measuring the orthopositronium (o-Ps) decay rate precisely. As an in-
troduction, properties of o-Ps are explained in the first section. Then the
theoretical predictions of bound state QED and the previous measurements
of o-Ps decay rate are summarized in the following sections.

1.1 Properties of Positronium

Positronium (Ps), the bound state of the electron (e−) and the positron (e+),
is the lightest hydrogen-like atom bound by the electromagnetic interaction.
Since Ps is a purely leptonic system and effectively free from hadronic and
weak interaction effects, precision mesurements of decay rate and energy
levels give us direct information about bound state QED. Therefore, Ps is
considered as the best testing ground for bound state formalism in quantum
field theory.

A Ps consists of two fermions as hydrogen atom, and its wave functions
are classified according to the principal quantum number n, a sum of the
orbital angular momentum � and the spin angular momentum s, and its
projection on a quantization axis m. In the case of the ground state, that
is n = 1 and � = 0, Ps can be simply classified to the total spin s as in
Table 1.1.

Total Spin s Projection m State C parity Name
0 0 singlet even parapositronium (p-Ps)
1 0, ± 1 triplet odd orthopositronium (o-Ps)

Table 1.1: The classification of Ps according to their quantum numbers.

A fermion-antifermion system with orbital angular momentum � and spin

1



1.2 Introduction 2

angular momentum s has a parity of (−1)�+s under a charge-conjugation
transformation (C). Thus o-Ps and p-Ps have odd and even C parities
respectively. Due to the C-invariance of the electromagnetic interaction,
this difference plays a crucial role on the decay modes. In fact, o-Ps decays
only into odd γ’s and p-Ps decays only into even γ’s since the the system
consisting of n photons have a C parity of (−1)n. In addition, single photon
decay in vacuum is prohibited by energy-momentum conservation. Then,
the decay modes of o-Ps and p-Ps are as follows.

o-Ps → nγ, n = 3, 5, 7, 9 · · ·
p-Ps → nγ, n = 2, 4, 6, 8 · · ·

As a number of photon increses, a number of electromagnetic vertex
increases and the width of the decay mode decreases by a factor of α. Fur-
thermore, the phase space of the final state is getting smaller as the number
of final state photon increases. Thus, decay modes into many photons are
highly suppressed. In fact, the dominant decay mode of o-Ps is 3γ, and the
contribution of the 5γ decay is only a ppm level. The theoretical branching
ratio of the 5γ decay is as follows [1].

BRth(o-Ps → 5γ) = Γ(o-Ps → 5γ)/Γ(o-Ps → γγγ)
= 0.19(1) (α/π)2

� 1.0 × 10−6 (1.1)

The prediction has been confirmed by the measurement [2] within the
experimental accuracy.

BRex(o-Ps → 5γ) � 2.2+2.6
−1.8 × 10−6. (1.2)

Thus, the influence of the 5γ decay contribution to the total width is
negligible.

This relation also suggests that the decay rate of p-Ps is approximately
103 times higher than the decay rate of o-Ps. In fact, the measured lifetime
of p-Ps is 125.14 ±0.03 ps [3] and 1130 times shorter than the o-Ps’s. This
facilitates the separation of o-Ps events from that of p-Ps in the experiment.

1.2 Theoretical Predictions of Orthopositronium
Decay Rate

Theoretical expression for o-Ps decay rate can be written in the form of
perturbation as follows,

λo-Ps = λ(0)
o

[
1 + Ao

(
α

π

)
+ Bo

(
α

π

)2
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+Co α2 ln
1
α

+ Do
α3

π
ln2 1

α
+ Eo

α3

π
ln

1
α

+ · · ·
]

(1.3)

where λ
(0)
o is the lowest order decay width of o-Ps. The higher order terms,

whose coefficients are expressed as Ao, Bo, Co, Do, Eo, will be discussed
in the following sections. The ellipses denote unknown higher order terms
which are neglected in this thesis.

1.2.1 The Lowest Order Decay Width

The lowest order calculation of o-Ps have been done by Öre and Powell [4],
and confirmed later by other authors [5, 6]. The lowest order decay width
is given as,

λ(0)
o =

2(π2 − 9)meα
6

9π
= 7.211 17 μs−1 (138.67 ns) (1.4)

where me is the electron mass. In this formula, the three γ-vertexes
contribute a factor of α3. The remaining α3 factor is originated from the
flux factor which is the probability that the distance between the electron
and the positron is zero.

1.2.2 O(α) Correction

The O(α) corrections come from the single photon exchange processes as
shown in Fig. 1.1. Many authors have evaluated the one-loop contributions
to the decay width of o-Ps, and they have obtained the consistent results
with each other. The most accurate result of the O(α) correction for o-Ps
decay rate was obtained by Adkins [7] in an analytical form. The value is,

Ao = −10.286 606(10) (1.5)

which results in -2.389 % correction to the lowest order decay width.
The evaluation of the O(α) correction on the energy spectrum of the

emitted photon is carried out as well. This correction is almost flat over
the photon energy, and the relative variation does not exceed 1 % around
511 keV as shown in Fig. 1.2. The variation of the energy spectrum due
to the O(α2) correction is expected to be further small. Then, the O(α)
corrected matrix element is used in the Monte Carlo simulation.

1.2.3 α2 ln(α−1), α3 ln2(α−1), α3 ln(α−1) Contributions

The logarithmic corrections can be considered as the relativistic effects in the
wave function of Ps. The logarithmic two-loop corrections and the leading
logarithmic corrections at three-loop are already obtained by some authors
in analytical forms. Since ln(α−1) is actually about 5, the O(α2 ln(α−1))
correction is as important as the O(α2) correction. The already known
coefficients are summarized in Table 1.2
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(a)

(d)

(b)

(e)

(c)

(f)

Figure 1.1: Graphs contributing to the o-Ps decay amplitudes through order-
α. Each figure represents (a) self-energy, (b) outer-vertex, (c) inner-vertex,
(d) double-vertex, (e) ladder, and (f) annihilation contributions.

Coefficient correction to Γ(0) reference
Co −1/3 −87 ppm [8, 9, 10]
Do −3/2 −4.4 ppm [11, 12]
Eo +5.517 +3.3 ppm [13, 14]

Table 1.2: The summary of the logarithmic contribution

1.2.4 O(α2) Correction

The calculation of the O(α2) correction to the decay rate of Ps is so com-
plicated if the traditional bound-state methods are employed such as Bethe-
Salpeter analysis. This is because each term in a traditional expansion has
contribution from both nonrelativistic and relativistic energy scales. To
overcome this difficulty, a new procedure has been developed and applied to
the calculations of the coefficient Bo.

The calculation is based on a rigorous nonrelativistic reformation of QED
called Nonrelativistic Quantum Electrodynamics (NRQED). In this frame-
work of the effective field theory, the O(α2) correction terms are separated
into nonrelativistic (soft) parts and relativistic (hard) parts.

A complete calculation of Bo had not been carried out until quite re-
cently. Only some partial results on the non-logarithmic O(α2) corrections
had been carried out [15, 16, 17]. But, in recent theoretical efforts, a com-
plete evalation of this correction have been performed by Adkins [18]. The
result is Bo = 45.06(26), and its contribution to the lowest order calculation
is 243.1(1.4) ppm.
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Figure 1.2: (a) The lowest order energy spectrum of 3γ decay (red line) and
the energy spectrum with the O(α) correction (blue line). (b) The relative
change of the energy spectrum by the O(α) correction.

1.2.5 Summary of the QED Prediction

As described above, the higher order corrections are important for o-Ps
decay rate. Table 1.3 shows the summary of the calculation for o-Ps decay
rate. Except for the last line of the table, that is the non-logarithmic O(α2)
term, the calculations are confirmed by several authors. On the other hand,
the value Bo has just been obtained by the recent work, and it need to be
verified by the other calculations. Thus it would be premature to accept the
result now.

In this thesis, the following value is referred to as the O(α2) corrected
QED prediction [19].

Γo−Ps = 7.039 979 μs−1. (1.6)

Comparison between the theory and the experiments will be performed with
this decay rate.

1.3 Previous Measurements of Orthopositronium
Decay Rate

The situation is more complicated in the experiment. The significant dis-
crepancy between the prediction and the measurement had existed since
latter half of 1970’s. But, the recent experiments reported the consistent re-
sults with the prediction. Before we discuss their results, we will review the
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terms correction (ppm) decay rate (μs−1) lifetime (ns)
tree level 0.0 7.211 167 138.6738
Ao (α

π ) -23893.9 7.038 864 142.0684
Co α2 ln(1/α) -87.4 7.038 234 142.0811

Do (α3/π) ln2(1/α) -4.4 7.038 202 142.0817
Eo (α3/π) ln(1/α) +3.3 7.038 226 142.0813

Bo (α
π )2 243.1 7.039 979 142.0459

Table 1.3: Summary of QED calculation for o-Ps decay rate

experimental techniques of o-Ps decay rate mesurement in the next section.

1.3.1 Techniques of the Measurement

In all the previous measurements, a positron was injected into a target
material to form o-Ps, and the time interval between the positron injection
and the detection of γ-rays emitted from o-Ps was measured. This was a
common idea in all the measurements, and only the target materials were
altered in each measurement. The employed target materials are classified
into three types, the gas, the surface of cavity which is coated by oxide
material (e.g. MgO), and the powders of SiO2.

The Gas experiments are the most popular and the earliest techniques.
In this technique, injected positrons form Ps in gases at various pressures.
Then, the decay rate in vacuum is estimated by extrapolation to zero density
of the gas.

In the Cavity experiments, Ps is formed in the vacuum container when
the slow positron beam hits the MgO surface of the cavity. The intrinsic
decay rate in vacuum was estimated by extrapolation to infinite cavity size.
The extrapolated values, in this case, are the surface area of the cavity
container divided by volume, (S/V ).

In the Powder experiments, positrons are injected from a radioactive
source and Ps is formed in SiO2 powders. Powder experiments are performed
at various powder density, and the extrapolation to zero density yields o-Ps
decay rate in vacuum.

Another type of powder experiment appeared in 1995 [20, 21]. This was
quite different from all the previous experiments, because it no longer used
extrapolation. In this experiment, the effect of target material, which is
observed as a increase of the decay rate, is directly estimated by detecting
the γ-rays from 2γ annihiration on the target material. We will closely
discuss this technique in the next chapter.
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1.3.2 History of the Measurement

The history of the o-Ps decay rate measurements are summarized in Ta-
ble 1.4 and plotted in Fig. 1.3 to see the historical changes of the measured
value with its precision.

index Year Decay rate Total error Method Lifetime Reference
(μs−1) (μs−1) (ppm) (ns)

1 1968 7.275 0.015 2062 gas(Freon) 137.70 [22]
2 1976 7.104 0.006 844 SiO2 powder 140.77 [23]
3 1976 7.09 0.02 2821 cavity 141.04 [24]
4 1978 7.056 0.007 992 gas(Freon, 141.72 [25]

isobutane)
5 1978 7.067 0.021 2972 SiO2 powder 141.50 [25]
6 1978 7.050 0.013 1844 cavity 141.84 [26]
7 1978 7.121 0.012 1685 cavity 140.41 [27]
8 1978 7.045 0.006 852 gas 141.94 [28]
9 1982 7.051 0.005 709 gas(isobutane) 141.84 [29]
10 1987 7.031 0.007 996 cavity 141.22 [30]
11 1987 7.0516 0.0013 184 gas(isobutane, 141.81 [31, 32]

N2,etc.)
12 1989 7.0514 0.0014 199 gas(N2, Ne) 141.82 [33]
13 1990 7.0482 0.0016 227 cavity 141.88 [34, 35]
14 1995 7.0398 0.0029 412 SiO2 powder 142.05 [20, 21]
15 2002 7.0404 0.0013 182 cavity 142.04 [36]
16 2003 7.0396 0.0016 230 SiO2 powder 142.05 [37, 38]

Table 1.4: The history of the o-Ps decay rate measurements

The first stage
The first measurement of o-Ps decay rate was performed in 1968 [22].
In those days, theory and experiment agreed at 0.2 % level of accuracy.
But in 1976, two experiments were performed and resulted in the large
discrepancy between the theory and the experiments. This caused the
reevaluation of both the theory and the experiments.

The second stage
After the new calculation in 1977 [39], the new experiments drastically
improve the accuracy. In the group of Michigan ,which is sometimes
referred to as Ann Arbor, the cavity and the gas experiments were
carried out and remarkable progress were made. Especially, the gas
experiments were performed for various gases to check the gas inde-
pendency. Here again, the discrepancy with the theory motivated a
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further investigation on both the theory and experiments.

The third stage
The two types of measurements, the cavity [34] and the gas [31, 33]
experiments was performed at around the beginning of 1990’s. They
achieved the accuracy of 200 ppm level and the discrepancy became
definite. The results were consistently higher than the theoretical
prediction by a 1000 ppm level. This discrepancies had been called
orthopositronium lifetime puzzle, and aroused various discussions for
the physical interpretations. Since most measurements resulted in the
higher decay rate than the theoretical prediction, it was considered
that there may be some unknown rare decay channels. Thus the ex-
otic decay modes had been searched for in that period. However, no
sign of the exotic decay has been observed by now [40].

The fourth stage
In 1995, a new measurement was performed in our laboratory (Tokyo
group) using SiO2 powder [20] and resulted in a consistent result with
the QED prediction. Since the experiment employed the new technique
which directly measured the effect of material, the systematic error
accompanying the extrapolation method was considered as the main
cause of the discrepancy. In 2001, Tokyo group improved the accurary
to the level of 200 ppm [37] and their results are in agreement with
the prediction.

Ann Arbor group admitted the posibility that the incomplete thermal-
ization in low-pressure gases distorted the measured value in their gas
experiment. For their cavity experiment, they found main problem
was caused by not fully thermalized Ps, which increased the observed
decay rate through collision quenching and escapes from the detection
area. In 2003, they reported the new measured value consistent with
the theoretical prediction [36].

This thesis is organized as follows.
Chapter 2 describes the experiment. The experimental techniques and

apparatus are explained in detail. The Monte Carlo simulation used in this
experiment is also explained.

Chapter 3 provides the analysis of the measured data. All the proce-
dures of the analysis are explained step by step. The systematic errors
accompanying the measurement are also explained. Then, the final result is
shown.

In Chapter 4, the experimental meanings and the theoretical implications
of the obtained results are discussed.

Finally, Chapter 5 concludes this experiment.
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Figure 1.3: The chronology of the o-Ps decay rate measurement. The num-
ber on the right shoulder of each item indicates a corresponding index num-
ber in Table 1.4. Vertical band represents the O(α2)-corrected NRQED
prediction of 7.039 979 μs−1. The inside line on each error bar represents a
statistics error.



Chapter 2

Experiment

In this chapter, the details of the experiment are described. First of all,
the method adopted in this measurement is explained. Then, the detailed
descriptions on the experimental apparatus will follow.

2.1 Method of the Experiment

2.1.1 Pick-off Annihilation

In all the o-Ps decay rate measurements, positrons from the β+ source are
injected into the target materials to form Ps. These materials such as gases,
oxide powders (e.g. SiO2 ) or cavities whose inside walls are coated by oxide
materials (MgO or Al2O3), serve as the source of electrons constituting the o-
Ps. The o-Ps continues to collide with the surrounding target materials, and
inevitably cause the pick-off annihilation with the atomic electrons inside the
target materials. It also occurres that the electron of the o-Ps exchange its
spin with the electrons of the target materials. This conversion from o-Ps
to p-Ps results in the rapid annihilation into two photons, which is referred
to as spin-flip.

In these circumstances, the observed decay rate is expressed as

λobs(t) = λ3γ + λpick(t). (2.1)

where λ3γ is the intrinsic decay rate of o-Ps and λpick(t) is the contribution of
the pick-off annihilation, which is generally dependent on time. Thus, how to
deal with the pick-off annihilation is a main issure in all the measurements.

2.1.2 Previous Extrapolation Method

Phenomenologically, the pick-off rate would be expressed as,

λpick(t) = nσav(t), (2.2)

10
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where n is the density of the target materials, σa is the annihilation cross sec-
tion, and v is the velocity of the o-Ps. Since the pick-off rate is proportional
to the density of the target material, a extrapolation method is considered
to be effective. In the extrapolation method, the decay rate was measured
at some points varying the density of the target material and extrapolation
to zero density yields the intrinsic decay rate. Indeed, the time dependency
of the o-Ps velocity is a trouble at this stage. But, the velocity of the o-Ps
must converge to a constant value corresponding to the room temperatures
of 0.03 eV after some time from the o-Ps formation.

In fact, a number of experiments had been performed on the above as-
sumptions by the early 90’s. Unfortunately, they suffered from the large
systematic error, that was known as orthopositronium lifetime puzzle. The
reasons are as follows.

• It is difficult to determine the time when the o-Ps are fully thermalized.
Since the number of o-Ps event decreases exponentially in the later
decay time region, one cannot figure out the time when the decay rate
will be constant. Therefore, the fitting start time inevitablly has the
large systematic uncertainty.

• The situation gets worse when the density of the target material is
varyed. The thermalization process is strongly dependent on the den-
sity of the material and the properties of the surface. Especially in
the lower density, the o-Ps may not have been fully thermalized by its
decay time which is several hundreds ns at most. This will disturb the
assumption of the linear dependence on the density.

• The kinematic energy of the o-Ps in the apparatus obeys the Boltz-
mann equation in the large part. But especially in cavity experiment,
there are some components which are not fully slowed down in the
target material. They have the high probability of the pick-off anni-
hilation on the cavity wall and sometimes escape from the detection
area. Thus, the estimation of those component and understanding of
their behavior are required.

2.1.3 Direct Measurement of the Pick-off Rate

In order to overcome the difficulty of the extrapolation method, the other
method is employed in this experiment. The idea is that if the pick-off
rate is directly measured with its time dependency, the intrinsic decay rate
will be determined from the observed decay rate without the extrapolation
procedures. In this case, no asumptions on the thermalization process and
the behavior of the o-Ps are required.

For this purpose, high energy resolution germanium detectors are used
in this experiment. They measure the energy of the γ-ray together with
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its decay time. The energy distribution of the γ-rays from the pick-off
annihilation is the monochromatic 511 keV peak and totally different from
the continuous distribution of the 3γ. Therefore, the ratio of the pick-off
2γ to 3γ is easily obtained from the energy spectrum of the germanium
detector. Once the λpick(t)/λ3γ has been determined, the observed time
spectrum can be fitted with the function including the ratio to extract the
intrinsic decay rate.

The steps to the function of the expected time spectrum is rather straight-
forward. The population of o-Ps at time t, N(t), is expected to obey the
following differential equation,

d

dt
N(t) = −(λ3γ + λpick(t)) N(t), (2.3)

the solution of this equation is,

N(t) = N0 exp
(
−

∫ t

0

(
λ3γ + λpick(t′)

)
dt′

)
. (2.4)

Then, the measured time spectrum, Nobs(t) is expected to be,

Nobs(t) = ελobs(t)N(t)
= (ε3γλ3γ + εpickλpick(t)) N(t)

= ε3γλ3γ

(
1 +

εpick

ε3γ

λpick(t)
λ3γ

)

× N0 exp

(
−λ3γ

∫ t

0

(
1 +

λpick(t′)
λ3γ

)
dt′

)
, (2.5)

where εpick and ε3γ are the detection efficiencies for the pick-off annihi-
lations and 3γ decays respectively.

Finally we obtain the following form,

Nobs(t) = e−Rstopt

[(
1 +

εpick

ε3γ

λpick(t)
λ3γ

)
N0 exp

(
−λ3γ

∫ t

0

(
1 +

λpick(t′)
λ3γ

)
dt′

)
+ C

]
.

(2.6)
The constant term C comes from accidental hits whose stop signals do not
correspond to the β trigger. Another factor exp(−Rstopt) in Eq. (2.6) comes
from the fact that the TDC always accept the first γ hit as a stop signal.
The size of the term is determined by the random counting rate Rstop, which
is proportional to a strength of the positron source.

In the end of this section, the pick-off rate in the thermalization process
will be treated in a rather analytic manner. If the fractional energy loss of
o-Ps per collision with the material and the collision rate are dependent on
its energy, time dependence of the average kinetic energy of o-Ps at time t,
E(t), is derived from the Boltzmann equation as in [41, 42],
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d

dt
E(t) = −

√
2mPsE(t)

(
E(t) − 3kBT

) ∞∑
j=0

aj

(
E(t)
kBT

)j/2

, (2.7)

where mPs is the mass of o-Ps, T is the room temperature, and the kB

is the Boltzmann constant. In the equation, the asymptotic value of E(t)
is 3kBT and the momentum transfer cross section of the SiO2 is expanded
in terms of E(t). Then, the coefficients aj include all the information of the
thermalization process of o-Ps.

Since the pick-off rate is proportional to the average velocity of the o-Ps
as can be seen in Eq. (2.2), the ratio of the pick-off rate to the intrinsic o-Ps
decay rate, θ(t) ≡ λpick(t)/λ3γ , obeys the following differential equation,

d

dt
θ(t) = −C

(
θ(t)2 − θ2

∞
) ∞∑

j=0

ajθ(t)j , (2.8)

where θ∞ ≡ θ (t → ∞), aj (j = 0, 1, 2, · · ·), and C are constant values.
It is well known from the previous measurements that it takes about

600 ns for o-Ps to be well thermalized in low-density SiO2 powders.

2.1.4 Measurements in 1995 and 2001

In 1995, the method which directly measures the pick-off rate was used for
the first time [20, 21]. The result was consistent with the QED prediction.

In 2001, the more accurate experiment was performed by the same tech-
nique [37, 38]. In this experiment, the following progress was made.

• The two types of SiO2 powder with quite different pick-off ratios were
used for the systematic test of the direct pick-off correction method.
The obtained values are consistent with each other.

• The timing system and the time walk correction were improved. In
the end, the dependence of the decay rate on the fitting start time was
disappeared by 100 ns fitting start time.

• The total error of about 230 ppm was achieved. The obtained decay
rate was consistent with the O(α2)-corrected QED prediction.

However there were several remaining problems,

• The experimental error was still large for the test of O(α2) correction
which account for 240 ppm of the decay rate.

• The fitting start time of 100 ns was used for the decay rate fitting
because the decay rate was sytematically increasing before 100 ns.
The origin of this increase was not understood at that time, and clear
explanation is needed to prove the validity of the method.
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• The energy window was set to the Compton free region. But, the
dependence on the energy window was rather large.

• Some systematic uncertainties were not fully understood. For exam-
ple, the detection efficiency was only estimated by the Monte Carlo
simulation.

2.2 New Features of the Present Measurement

In order to clear up the remaining problems (see Sec. 2.1.4), the following
trials are performed in the present measurement and some improvements
are made in the end.

2.2.1 Introduction of Fast Inorganic Scintillator

The previous measurements adopted NaI or CsI scintillators. These scin-
tillators have the good energy resolution. However, they have the rather
long time constants and the timing characteristics are not so good. Then,
other fast inorganic scintillators such as YAP, GSO, YLSO are evaluated in
the laboratory. The signal shapes measured with Flash ADC are shown in
Fig. 2.1.

The main characteristics of the signal shapes are as follows.

NaI scintillator
The time constant is as long as 200 ns. In addition, the large tail is
observed by several μs.

YAP scintillator
The time constant is about 30 ns. The long tail is also observed. But,
the amount is a % level.

GSO scintillator
The time constant is about 60 ns. The second component with the
time constant of about 300 ns is clearly seen.

YLSO scintillator
The time constant is about 40 ns. The long component is hardly
observed. Unfortunately, the large β decay background is observed.

Thus, the YAP scintillator is found to be most suitable for the decay rate
measurement. The detailed properties of the YAP scintillator are shown in
Sec. 2.3.3.

The setup of the measurement are newly constructed on the base of
the YAP scintillator. With the introduction of the YAP scintillator, the
following improvements are made.
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Figure 2.1: Signal shapes of the various scintillators. Signal shapes are
measured with Flash ADC.
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• The excellent time resolution is obtained. The resolution is less than
1 ns for the whole energy region.

• Due to the fast time constant of 30 ns, the effect of the pile-up is
decreased by a factor of 10. It makes the system more tolerant to high
event rate.

2.2.2 New Design of Ps Formation Assembly

The previous measurement adopted 22Na for positron source. But, it is
found that the large part of positrons emitted from 22Na are absorbed in the
trigger plastic scintillator. To increase the efficiency of the o-Ps formation,
more energetic positron source 68Ge is introduced. Note that, as shown
in Fig.2.4. positrons are emitted from the daughter nucleus 68Ga. In the
case of 68Ge, about 80 % of the positrons path through the scintillator and
the aluminized mylar without being absorbed. Then, the o-Ps formation
assembly are designed to meet the change. The detailed descriptions are
shown in Sec. 2.3.1 and the main structure is composed of the following two
systems.

trigger system
The emission of positron is detected by the thin plastic scintillator,
whose thickness is optimized to 200 μm. The light of the trigger
scintillator is collected by a mirror made of alminized mylar.

anti-trigger system
Some positrons of 68Ge are too energetic to stop in the silica target,
which is about 3 cm thick. The 1 mm thick plastic scintillator on the
wall of the container detects these positrons and suppresses the trigger
signal. The system is refered to as the anti-trigger.

2.2.3 Geant4 Simulation and its Validation

The previous measurement used a γ-ray simulation they developed for the
experiment. The simulation is fast and correctly reproduces the absorp-
tion coefficients of γ-ray. But, the present measurement adopts the Geant4
simulation [43] for the following reasons. The detailed procedures of the
simulation is shown in Sec. 2.4.

• The Geant4 packages are validated by many users and their functions
are established at present.

• The Geant4 handles positron. The simulation of positron is needed to
determine the decay point. In addition, the secondary particles of the
emitted positron such as electrons, bremsstrahlung-γ’s sometimes hit
the detector or anti-trigger.
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• The Geant4 simulates the secondary particles. The secondary elec-
trons and bremsstrahlung-γ’s sometimes enter the detector or escape
from the detector. The effect is observed in the Compton free region.

• The Geant4 supports the various effects in the low energy region. For
example, the Geant4 reproduces Pb X-rays and the broad Compton
edge, which is caused by the electron’s binding momentum.

The Geant4 correctly simulates all the physics interactions. But, some
characteristics specific to the detector are not reproduced, such as charge
collection efficiency and optical photon collection efficiency. Therefore, the
response function of the detector is modified by the measured data (see
Sec. 2.4). Consequently, the realistic response function suppresses the sys-
tematic uncertainty of the detection efficiency which leads to the error of
the pick-off correction and the energy window dependence of the decay rate.

2.3 Description of Apparatus

In this experiment, two measurements are performed, that are referred to
as ‘RUN I’ and ‘RUN II’. Some properties of the experimental setup such
as the target material, the number of detectors has been changed between
the RUN’s.

2.3.1 Positronium Formation Assembly

The positronium formation assembly used in this experiment is shown in
Fig. 2.2. The 68Ge positron source (endpoint 1.9 MeV) is placed at the cen-
ter of the assembly. The positrons are actually emitted from the daughter
nucleus 68Ga as shown in Fig.2.4. The strength of the source is approxi-
mately 0.3 μCi for RUN I and 0.2 μCi for RUN II. Since the radioactive
half-life of 68Ge is 271 days, the event rate is considered to be stable during
a RUN. The expected γ-ray from the source is a 1077 keV γ-ray, whose
emision ratio is about 1% of the β+ decays. The 1077 keV γ-rays are made
use of to calibrate the energy scale of detectors.

The 68Ge source is sandwiched between two sheets of plastic scintilla-
tors (NE102). The scintillators are 200 μm thick for each. The light of the
scintillator is collected by a cone made of aluminized mylar (25 μm thick)
and 1/2-inch photomultiplier (H3165P-10VT) to trigger the β+ events. Ow-
ing to the relatively high endpoint of the positron source, about 80 % of the
positrons path through the scintillator and the aluminized mylar without be-
ing absorbed. On the other hand, half of the positrons are too energetic to
stop in the target material and they will immediately annihilate on the wall
of the assembly. To suppress these events, 1 mm thick cylindrical plastic



2.3 Experiment 18

����������	�
�����

���

�����	�
�������

���

���
������������
����������������

�����

���

�	
� ��	�
�!��

"�����
����	�

�#
�
�	�$
��%����

&��
�
�'�$	

�������
������������
(��
����������	�

��%����

�����
#	�)	�
��%����

�������
������������
(��
�����	�
��%���*�+
$%�����

	,

��'����-	$
�.���
��%��*��

�����

���� ����

����

����

�	�

�		
/��0
�0�
(��
���	����
���'��'�	

Figure 2.2: Schematic diagram of apparatus (side view).
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Figure 2.3: Schematic diagram of apparatus (top view).
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scintillator is placed on the surface of the wall. The light of the scintilla-
tor is collected by the two 1-inch photomultiplier (R1924P) and gives the
anti-trigger signal to kill the trigger signal.

The assembly container is made of a 1 mm thick glass beaker, whose
diameter and height are 67 mm and 110 mm respectively. This container is
filled with silica aerogel (RUN I) or silica powder (RUN II). The character-
istics of these materials are discussed in the next section.

The assembly container is evacuated to 6× 10−2mbar by a rotary pump
(EDWARDS E2M5), which is connected to the one of the two holes on top of
the assembly. The other hole is connected to the pirani gauge to monitor the
pressure of the container. Though O2 in the air has the unpaired electron
spins and easily convert the o-Ps into the p-Ps by spin-exchange collisions,
the effect is also corrected in the direct pick-off correction method. The pick-
off rate of o-Ps in 1 atm of oxygen was observed to be about 35 μs−1 [44],
and one can expect 4.2×10−4 μs−1 increase of decay rate. This corresponds
to λpick/λ3γ = 0.006%, which is much smaller than silica pick-off rate.

Due to the Zeeman effect, the mixing between the o-Ps and the p-Ps
can occur in the presence of a magnetic field. The absolute strength of
magnetic field around the positronium formation assembly is measured with
3-Axis Hall Gaussmeter [45] to be 0.5 ± 0.1 gauss. This feeble field hardly
contributes to the mixing of the two states, and estimated to be 3×10−11 [46].

Ge32
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Ga31
68

270.8d

67.63m

EC = 100%

Ga31
68

Zn30
68

67.63m

stable

EC = 10.9%

1077.4 1.1%

88.0%

)+βBr(

Figure 2.4: The level diagram of the 68Ge isotope. The 68Ge nucleus decays
to the 68Ga nucleus through the electron capture (left diagram). Then,
the 68Ga nucleus decays to the 68Zn nucleus through the β+ decay (right
diagram).



21 2.3 Experiment

2.3.2 Characteristics of SiO2 Powders

In this experiment, two types of SiO2 materials are used as a target. The
one type is silica powder provided by Nippon Aerosil Ltd.. The silica pow-
der consist of the primary silica grain, whose size is about 16nm. The
primary grains generally form the group and the groups form the higher
class of group. Then, the aggregate structure reached the size of several
μm. The silica powder is originally hydrophilic and the grain is coverd
by the hydroxyl groups (−OH). But the company provides hydrophobic
products whose hydroxyl groups are substituted with the tri-methyl-silyl
groups (−Si − (CH3)3) in hydrophobic processing. it is better to use the
hydrophobe rather than the hydrophile since the water on the surface of the
grain surely increase the pick-off annihilation probability. In this experi-
ment, to remove a water absorbed at the surface of grains, the SiO2 powder
is heated for 4 hours long in 130 ◦C just before evacuation of the container.

The other type of silica material is silica aerogel, which is a solid ma-
terial and not powder state. In the silica aerogel, a chain-like aggregation
of the silica makes 3-dimensional network structure. The 0.03g/cm3 silica
aerogel is provided by the Matsushita Electric Works Ltd.. The hydrophobic
processing is also applyed to the silica aerogel used in the measurement.

The characteristics of two silica materials are summarized in Table 2.1.

Powder Aerogel
Grade (code name) R972CF SP-7

primary grain size (nm) 16 10
surface area (m2/g) 110 ± 20 unknown

density (g/cm3) 0.035 0.03
mean distance (nm) 660 480

process hydrophobe hydrophobe

Table 2.1: Characteristics of two powders used in the measurement

The surface area of the grain is estimated by the BET (Brunauer, Em-
mett, and Teller) method which utilizes the physical adsorption of nitrogen
gas on the surface of SiO2 powders [47]. The mean distance between the
grains L has been calculated with the assumption of uniform size and spacial
distributions of the grains as,

L =
4
3

(
ρ0

ρ
− 1

)
R (2.9)

where ρ0 is the bulk density of amorphous silica (2.20 g/cm3), ρ is the
density of the powder, and R is the mean radius of the primary grains.
Because the pick-off rate is proportional to the collisional frequency between
the o-Ps and the grains, it strongly depends on the mean distance L.



2.3 Experiment 22

2.3.3 Detectors

In this experiment, two types of γ-ray detectors are used. One type is
the germanium semiconductor detector (Ge), and the other is the YAP
scintillator. Ge detectors, which has excellent energy resolution, are used to
precisely determine the pick-off ratio λpick(t)/λ3γ as a function of time. YAP
scintillators, which have good time resolution, are used to obtain the time
spectrum of the o-Ps decay. Three germanium detectors are used throughout
two RUNs, while three (four) YAP scintillators are used for RUN I (II).

Germanium detectors

The germanium detectors used in the measurement are the P-type high-
purity coaxial germanium detectors (Ortec GEM 38195-P-plus series).
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Figure 2.5: Internal structure of germanium detector.

The design of Ge detectors is shown in Fig. 2.5, where the size of crystals
are bit different between the individuals and the values are summarized in
Table 2.2. The lithium-diffused layer which is denoted as inactive volume
in Fig. 2.5 has been formed over the outer surface of crystal. The layer is
about 700 μm thick. The arrangement of the three Ge detectors is shown
in Fig. 2.2. From now on, they are referred to as Ge0, Ge1 and Ge2 as in
the figure.

The energy resolutions are measured at several energy points by using
line-γ peaks from the γ-ray sources: 152Eu, 137Cs and 85Sr. These values
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Ge 0 Ge 1 Ge 2
Serial Number 28-TP 10070 28-TP 10096 45-TP 22020A
Length(mm) 73.8 67.4 48.5
Diameter(mm) 58.3 60.3 68.5

Table 2.2: Crystal size of germanium detectors

are fitted with linear function as in Fig. 2.6, and used for smearing of the
energy spectrum of the Monte Carlo simulation.

Throughout the measurement, 2mm thick lead sheet is placed in front
of the detector as seen in Fig. 2.5. It suppress the small energy photons,
which pile up and disturb the energy spectrum around 511 keV.

The relative peak efficiencies with the lead shield are measured using
152Eu. 152Eu has various line-γ peaks and their relative strength are well
known and can be found in the data sheets [48]. On the other hand, the effi-
ciencies are estimated by the Monte Calro simulation implemented with the
same geometry. As shown in Fig. 2.7, the measurement and the simulation
shows a good agreement throughout the whole energy range.

The solid angles from the point source are about 3.4%, 3.5% and 4.7%
(of 4π) for Ge0, Ge1 and Ge2 respectively.

YAP scintillators

YAP (YAlO3) scintillator is a fast inorganic scintillator, whose character-
istics are summarized in Table 2.3 [49, 50]. The YAP scintillators used in
the measurement are 50mm × 50mm × 33mm large crystal made in Czech
Republic. The crystals are lapped by aluminized mylar and black sheet
(200 μm thick). Then, they are connected 2-inch photomultipliers (R329-
02). Four YAP detectors are arranged as in Fig. 2.2, though the YAP3 had
not been deployed in RUN I. Their solid angles are 4.9%, 4.9%, 6.6% and
4.8% (of 4π).

The energy resolutions are measured using line-γ peaks from several γ-
ray sources: 113Sn,85 Sr,137 Cs. These values are summarized in Table 2.4.

2.3.4 Timing system

The timing system is an essential part of the experimental setup and the
non-linearity of the TDC directly affects the final result.

Among the various types of TDC, the direct clock count type is suitable
for this experiment. This is because,

• This type of TDC counts a constant frequency oscillator during the
input time period. Then, the integral non-linearity (INL) is the order
of the oscillator’s precision and generally small (∼ 10−6).
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Figure 2.6: The energy resoluton of the Ge detectors as a function of the
γ-energy. Energy resolution is expressed as the one standard deviation in
keV unit. Obtained functions are, for Ge 0 : σ = 0.457(1) + 0.276(2) ×
10−3 × E(keV), for Ge 1 : σ = 0.466(1) + 0.276(3) × 10−3 × E(keV), for Ge
2 : σ = 0.371(1) + 0.327(2) × 10−3 × E(keV)
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Figure 2.7: The relative peak efficiency of the germanium detectors. Mea-
sured data using the 152Eu source are plotted with closed circles as a function
of γ-ray energy. The continuous line represent the relative efficiencies esti-
mated with the Monte Carlo simulation. The data is normalized so as to fit
the simulation.
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name YAP (YAlO3)
dope cerium (Ce)
atomic number (Z) 39
density 5.37 g/cm3

emision peak 370 nm

light output 40 % of NaI
decay constant 30 ns

refractive index (n) 1.95
absorption length 15∼20 cm

Table 2.3: Properties of YAP scintillator

Source Energy (keV)
Resolution in σ (keV)

YAP0 YAP1 YAP2 YAP3
113Sn 391.7 27.3 30.8 27.8 31.3

85Sr 514.0 33.3 33.0 34.3 34.9
137Cs 662.0 39.2 41.2 39.4 47.4

Table 2.4: Energy resolution of the YAP scintillator

• The differential non-linearity (DNL) is caused by the transitions of
the flip-flops and typically the order of 1 %. But, the DNL has a
periodical structure as 2n (n=1,2,3...) interval and rapidly decreases
in the longer range.

Considering the above situation, the new direct clock count type TDC
was developed at the previous measurement [38] with the exhaustive coop-
eration of the staffs of an Electronics Facility of High Energy Accelerator
Research Organization (KEK). The main features of the new TDC are as
follows.

• A direct clock count type TDC with 8 ch LEMO inputs. The TDC
is a kind of 16 bit counter and the time range is determined by the
external clock source, which is connected through a SMA connector
on the front panel.

• The external clock source is a DDS-PLL synthesizer, DPL-2.5G (Digi-
tal Signal Technology Inc.). The DPL-2.5G utilize Direct Digital Syn-
thesis (DDS) and Phase Locked Loop (PLL) techniques, which are
explained below. For the present measurement, the frequency of the
DPL-2.5G is adjusted to 2 GHz. Therefore, the time range of the
16 bit TDC is 32 μs. The stability of the internal clock frequency is
guaranteed as ±2.5 ppm against the temperature −10 ◦C ∼ 50 ◦C and
±3 ppm against one year.



27 2.3 Experiment

• The differential non-linearity of the TDC is 0.4 ∼ 0.5 % for 2 bin width
and 0.1 ∼ 0.2 % for 4 bin width. But the time walk correction and
the rebinning operation in the analysis totally smear the DNL.

Phase Locked Loop (PLL) ˙

The Phase Locked Loop (PLL) is a circuit whose output is locked
(syncronized) on the input oscillator. The PLL consists of phase
comparator, loop filter and voltage controlled oscillator (VCO)
as shown in Fig. 2.8. At first, the phase comparator detects the
phase difference between the input signal and the loop-backed
signal. Then, the frequency of the output signal is adjusted in
the VCO according to the detected phase difference. That is to
say, the frequency of the output signal follows that of the input
signal with some time constant. With this mechanism, the rapid
change of the input frequency and the noise component is totally
eliminated and the output frequency is highly stabilized. Another
block, the loop filter is a low pass filter which eliminate a ripple
on the signal and also determine the time constant of the PLL.
The frequency of the output signal can be changed by the divider
or the mixer inserted in the loop-backed circuit.
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Figure 2.8: Schematic diagram of Phase Locked Loop (PLL).

Direct Digital Synthesis ˙
Though the frequency of the PLL is variable, the large factor of
the division distorts the signal shape and the fine adjustment of
the frequency is also difficult. To achive the high purity and the
fine adjustable frequency, the Direct Digital Synthesis (DDS) is
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introduced. The DDS consists of the several parts as described in
Fig. 2.9. The signal shape is prepared in advance as the Look up
table on the memory. Then the Digital Analog Converter (DAC)
and the some filters reconstruct the signal shape. The frequency
is determined by the Accumulator which adds the adjusted value
at every clocks. The output of the accumulator addresses the
Look up table, which represents the phase of the signal.
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Figure 2.9: Schematic diagram of Direct Digital Synthesis (DDS)

The frequency of the clock is adjusted to 2 GHz within 1 ppm accuracy
before the measurement. Since the TDC is a direct clock count type and
principally miscount never occurs, the integral non-linearity is expected to
be less than 15 ppm corresponding to the bin width.

Effect of the smearing operation

The detector resolution and the analysis operation such as the time walk
correction are considered to be smearing operation with the gaussian func-
tion. The exponential function and the flat distribution do not change its
slope in the convolution operation with the gaussian function as,

∫ ∞

−∞
N exp(−λt′) · 1

σ
√

2π
exp

(
−(t − t′)2

2σ2

)
dt′ = N exp

(
−σ2λ2

2

)
exp(−λt)

(2.10)
Therefore, the smearing operation does not affect the measured decay rate.
Note that the fast periodical structure such as the intrinsic differential non-
linearity of the TDC is dropped in the smearing operation.
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Effect of the binning operation

When the exponential distribution is filled in the histogram, the content of
the bin (t − Δt/2 ∼ t + Δt/2) is expressed as,∫ t+Δt/2

t−Δt/2
N exp(−λt′)dt′ =

N

λ

(
e−λ(t−Δt/2) − e−λ(t+Δt/2)

)
(2.11)

∼ N exp(−λt)(Δt +
1
24

λ2Δt3) (2.12)

while the value of the function is N exp(−λt) at the center of the bin. Thus
the binning operation is considered to be the change of the normalization,
which is independent of the point t. Therefore, the binning operation does
not affect the measured decay rate.

2.3.5 Electronics

Data flow

The data acquisition system of the experiment consists of the clusters of NIM
standard modules and the CAMAC system. Fig. 2.10 shows the data-flow
of the total system. The system mainly consists of three part, the trigger
part, the YAP part, and the Ge part. Each part has a latch veto structure
where the system accepts the first signal and immediately sets the latch by
itself to block the second signal. Thus, only one trigger signal is produced
for each event cycle. The latch of the trigger part, denoted as the Main
latch in the figure, is released by a pulse from the output register module of
CAMAC system. The latchs of the YAP and Ge parts, denoted as the Sub
latch in the figure, are released by the latch reset signals from the trigger
part.

The trigger part also generates the start signal for the TDC and the each
γ-ray detector stops the TDC to record the detection time. The energy
information is also recorded with the ADCs for each detector. The gate
signals for these ADCs are made by the corresponding detector signals, not
by the trigger signal. The following three ADC gates are prepared for each
signal.

• Wide gete which is enough wide to cover the signal. The energy
information of the signal is measured with the Wide gate.

• Base gate which is set prior to the signal. The baseline condition is
measured with the Base gate.

• Narrow gate which is narrower than the Wide gate and covers the
peak of the signal. The energy difference of the Wide gate and Narrow
gate is used to reject the pile-up events.

Details of the data-flows and the modules are described for each part.
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Figure 2.10: Schematic diagram of the process data-flow.
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Trigger system

A schematic diagram of electronics for the trigger part is shown in Fig. 2.11.
The following explanations enumerated by the indices are corresponding to
the label within Fig. 2.11.

(t.0) The trigger PMT is operated at -1160V and the two anti-trigger PMT
is operated at -1160V and -1110V respectively. These high voltages
are supplied by a negative high voltage module Repic RPH-031.

(t.1) The output of the trigger PMT are divided into three signals by a
linear fanout module. One signal is sent to a discriminator to produce
the trigger signal. The other two signals are fed into a charge sensitive
ADC denoted as Trig ADC (LeCroy 2249A), through delay cables.
The Trig ADC measures the amplitude of the trigger PMT signal and
the baseline condition just before the signal, which is refered to as
Wide and Base from now on.

(t.2) The amplitude of the signal is about −50 mV for a typical energy
deposit of 50 keV. The threshold value is fixed at −12 mV and more
than 90 % of β+ events are triggered.

(t.3) The outputs of the two anti-trigger PMTs are summed in a linear
fanin fanout module and used as a veto signal for the trigger logic.
The amplitude of the signal is about −150 mV for a typical energy
deposit of 200 keV and the threshold value is fixed at −40 mV . About
a half of the positrons pass through the silica target and almost all of
them produced the anti-trigger signals. In fact, the counting rate is
decreased by half at the logic unit.

(t.4) Only when the veto signal is not imposed, the trigger signal passes
through the logic unit. The margin of the timing between these two
signals is 20 ns.

(t.5) One output signal of the logic unit is used to set the main latch to
inhibits the succeeding trigger signals. This main latch is released by
the CAMAC controller at the beginning of the event cycle. Another
output is used as the start signal for the main TDC. This TDC is offen
called as KEK TDC since KEK and our group jointly developed it as
the 2 GHz clock count type TDC.

(t.6) One of the output signals from the logic unit provides the gate signal
for the Trig ADC. The gate width is set to be as narrow as 50 ns. This
is required for the reason that the ADC value correlates the pile-up
activity within the gate width, and the time walk correction or cut
by this value results in disturbing the time spectrum of the accidental
events.
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Figure 2.11: Schematic diagram of electronics for trigger system.
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(t.7) The trigger signals are distributed to all the systems as the latch reset
signals. The latch reset signal is as narrow as 20 ns since the longer
reset signal may block the latch set signal when the signal comes just
after the release of the veto signal.

(t.8) At the end of event cycle, the force veto signals are distributed to set
all the latches by force. In addition, some other signals are distributed
to stop all the TDCs.

Electronics for the YAP scintillators

A schematic diagram of electronics for a YAP scintillator part is shown in
Fig. 2.12. The logic described in the figure is for just one YAP system. Three
systems are prepared for RUN I and four systems for RUN II corresponding
to the number of YAP scintillators used. As in the description of the trigger
part, the following indices are corresponding to the labels in Fig. 2.12.

(y.0) The photomultipliers for the YAP scintillators are operated around
-1.7kV. These high voltages are supplied by a negative high voltage
module Repic RPH-031.

(y.1) The output of the YAP PMT is divided into four lines by a linear
fanout module. One of the divided signals is fed into a discriminator.
The others are used to measure the amplitude of the signal (Wide)
and the baseline condition (Base). The amplitude of the signal is also
measured by the narrower gate, which is referd to as Narrow, since
the difference to the longer gate is sensitive to the pile-up activity.
For the measurements of YAP Narrow and YAP Wide, the charge
sensitive ADC (phillips 7167) is used , which is denoted as YAP ADC
in the figure.

(y.2) The pulse-height of the 511 keV signal is about 0.5 V . The threshold
value is set to 70 mV , which is enough high to reject after pulse signals.
The noise level is far below the threshold.

(y.3) The baseline condition of the signal line is measured at the time just
before the YAP signal (Base), which is performed by the charge sen-
sitive ADC denoted as Base ADC (phillips 7167). In addition, the
baseline condition is also measured at the timing of the prompt (T0)
by the Trig ADC. The signals for the baseline measurements are am-
plified by a factor of 2.5. This is because the resolution of the Base
ADC value is originally as narrow as ADC bin width.

(y.4) The output of the discriminator is delayed by 100 ns in order to wait
the latch reset signal from the trigger part and fed into the logic unit.
The force veto signal from the trigger part is ORed in the logic unit
and the latch will be set by force at the end of event cycle.



2.3 Experiment 34

�����

�����	
�
�
	��


	��������

�����������

����������


	��	
�
��������


	��	
�
������

�����	
�
�
	�������


	��	
�
�������������


	��	
�
�����������

�����	
�
����� ��

!"!��
�
�
	����� �


	��	
�
�"��#���

�����	
�
�"��#���

�$�$
������������%�&'()
��������������
������*�+$,�-�

�����	
�
���� ������

	&�
�����.�1/'	&
0����#���	� ��1���
�����*�'$2

�����

	����$
3�#

	����$
1�#

���
 ����� ��)3(
������������4����5�

���
 ����� ��)3(
������������4����5�
 ��������*�%3(��0

3((�������.

3((�������.

')2�������.

')2�������.


6��:6
 ����� ��)/(

������������
����������*�%)(��0
������*�2(���

�;�6�
�����.�<12	�
3%�����������=���
������*�2(���

/((��
����.

�����
!��>5�!�/2((
��������������
�����*������ ����5�

!��>5�3/(
�����������4����5�

�����
�����.�3'+	
�����������4����5�

�;�6�
�����.�312
������������=���
������*�2(���

�����
������������%�&'()
��������������
�����*������

�$�$
!��>5�!�'+(
��������������
������*�2(���

�$�$
!��>5�!�'+(
��������������
������*�/2(���

�$�$
!��>5�!�'+(
��������������
������*�2((���

�$�$
!��>5�!�/2((
��������������
������*�2(���

�	&	�
�.����

�5#������

�����

����

�����

����

�����

)��� 5�

�.$(�

�.$/�

�.$'�

�.$<�

�.$3�

�.$2�

�.$1�

�.$)�

�.$,�

Figure 2.12: Schematic diagram of electronics for YAP scintillator system.
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(y.5) The YAP part has its latch mechanism which prevent the double
trigger in a event cycle. This latch will be released by a logic signal
from the trigger part.

(y.6) One of the output from the logic unit provides the stop signal for the
KEK TDC. The others are used to make the gate signals for the YAP
ADC and the Base ADC. The gate widthes of the Base, Narrow and
Wide are 50 ns, 150 ns, and 500 ns respectively.

(y.7) The phillips 7167 ADC has individual gate for the each input signal
and the enable signal which covers all the gate signals is required to
make the gates active. Therefore, the timing signals of all the detectors
are fed into a fanin module and its output is used to produce the enable
signal.

(y.8) The enable signal is also used to generate the gate signal for the
temperature measurement.

Electronics for the germanium detectors

This section explains the electronics for a Ge detector section. The schematic
diagram is shown in Fig. 2.13.

(g.0) The bias voltages are supplyed by the bias supply modules (EG&G
ORTEC 459) through the HV buffers (SEIKO EG&G DS-1550). The
HV values are +2600 V for Ge0, +2000 V for Ge1, and +3500 V for
Ge2.

(g.1) The pre-amplifier (or FET) of Ge detector provides the two identical
signal outputs. The one of the pre-amplifier outputs is sent to a spec-
troscopy amplifier (EG&G ORTEC 673). The time constant of the
shaping time is 6 μs. The output of the amplifier is fed into a peak
hold ADC (hoshin C011) for the measurement of the energy (Wide).

(g.2) The another output is fed into a timing-filter amplifier (EG&G OR-
TEC 474). The time constants of the differentiation and integration
are set to be 500 ns and 20 ns respectively. The analog outputs of the
timing-filter amplifier are used for the measurements of the baseline
condition (Base) and the amplitude (Narrow), and fed into the Base
ADC and the Ge ADC (phillips 7167) respectively.

(g.3) The outputs of the fanout module are fed into a discriminator to gen-
erate the timing signals. The three threshold values (30 mV , 50 mV ,
150 mV ) are imposed to measure the risetime of the Ge signal. These
timing are recorded by the Ge TDC (Repic RPC-061) prepared for
each Ge detector. The timing signal discriminated by 50 mV thresh-
old is also sent to the logic unit as the trigger signal.
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Figure 2.13: Schematic diagram of electronics for Ge detector system.
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(g.4) The pre-amplifier is a transistor reset type amplifier, which releases
the collected charges periodically, and the timing of the transistor
reset is provided as the transistor reset pulse (TRP). The TRP is
about 10 Hz and it disturbs the signal lines for a while. Therefore,
the inhibit signal is used to veto the electronics of the Ge systems for
11ms.

(g.5) The trigger logics such as the latch mechanism and the force veto are
the same as in the YAP part. The one of the outputs provides the
stop signal for the KEK TDC. The another output provides the start
signal for the Ge TDC.

(g.6) Just like the case in the YAP part, Base gate, Narrow gate, and Wide
gate are prepared. The widths are 100 ns, 2 μs and 40 μs respectively.

(g.7) The Ge ADC is also a individual gate type ADC and it requires the
gate enable signal. Then, the timing signals of the Ge detectors are
ORed in the logic unit and the output is provided as the enable signal.

Electronics for the temperature measurement

The room temperature is measured with the temperature sensor IC (LM35DZ).
The output of the sensor is connected to the ADC (phillips 7167). Then, the
level of the voltage is measured with 50 ns ADC gate as shown in Fig. 2.12
(y.8).

2.3.6 The CAMAC Data Acquisition System

Data acquisition is performed with the CAMAC system. The CAMAC
system on the CAMAC Crate (Toyo Corp. PS7500) is controlled by the
CAMAC Crate Controller CC/NET (Toyo Corp). The CC/NET is imple-
mented as a single board computer where the Linux OS debian (ver. 3.1) is
installed and the data taking program runs on it. The data read from the
CAMAC modules are compressed and stored as ROOT files (ver. 5.04 [51])
on the other NFS host machine.

The procedures of data taking is as follows. At first, all the CAMAC
modules are cleared by the logic signal from the output register (Technoland
C-RP202), which is triggered by the controller. Then, the main latch is
released by the reset signal in the same manner. This makes all the systems
active and the controller waits the interrupt signal, so-called LAM (Look-
At-Me) signal from the KEK TDC. The interrupt signal starts the data
reading procedures for the KEK TDC. If no detector hits within the 10 μs,
the data is simply discarded and the controller proceeds to the next event
cycle. But if there is any hit, the controller read all the data from the ADCs
and the TDCs. After the reading procedures, the controller starts the next
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event cycle by distributing the clear and latch reset signals to the system,
and then saves the data through NFS.

The measured quantities and the used CAMAC modules are summarized
in Table 2.5, 2.6, 2.7.

conventional name module gate width
Pla Wide LeCroy 2249A (AC) 50 ns
Pla Base LeCroy 2249A (AC) 50 ns

Ge Wide hoshin C011 (AC) 40 μs
Ge Narrow phillips 7167 (AC) 2 μs
Ge Base phillips 7167 (DC) 100 ns

YAP Wide phillips 7167 (AC) 500 ns
YAP Narrow phillips 7167 (AC) 150 ns
YAP Base phillips 7167 (DC) 50 ns

temperature phillips 7167 (DC) 50 ns

Table 2.5: Quantities measured with ADCs

conventional name module
Ge Timing KEK TDC
YAP Timing KEK TDC
Ge T30 mV Repic RPC-061
Ge T50 mV Repic RPC-061
Ge T150 mV Repic RPC-061

phillips 7186 for Ge2

Table 2.6: Quantities measured with TDCs

2.4 Monte Carlo Simulation

2.4.1 Positron and Photon Simulation

A Monte Carlo simulation plays a crucial role in this experiment. Its main
purposes are,

• The accurate 3γ energy spectrum of the Ge detector is required to
separate the pick-off contribution from the measured spectrum.

• The accurate detection efficiencies for both Ge detector and YAP scin-
tillator are required. The ratio of the 3γ detection efficiency (ε3γ) and
the pick-off 2γ detection efficiency (εpick) is used in the analysis.
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module bits full range comments
KEK TDC 16 32 μs direct clock count type (2 GHz)
Repic RPC-061 12 1 μs successive comparison type
phillips 7166 12 800 ns successive comparison type
LeCroy 2249A 11 Wilkinson type
phillips 7167 12 successive comparison type
hoshin C011 12 Wilkinson peak-holding type

Table 2.7: Specifications of the CAMAC modules

• Some of the systematic errors are estimated with the Monte Carlo
simulation.

For the detector simulation, the Geant4 (ver. 8.0) package [43, 52] is
used and the details of the present experimental setups are reproduced in
the simulation. In this package, the interactions of the positron and the
γ-ray in various materials are implemented. Practically, the Low Energy
Electromagnetic Physics Library of the Geant4 package is used for the sim-
ulation. In this original library, binding effect of Compton scattering is not
yet implemented. Therefore, the extra package called Low-Energy Compton
Scattering package (G4LECS ver. 1.06) [53] is introduced.

The Monte Carlo simulation is proceeded as follows. At first, a positron
is emitted from the source with the energy corresponding to the energy
spectrum of 68Ge, which is reported in some articles [54, 55]. Then the
interactions of the positron in the materials are simulated step by step,
ionisation, bremsstrahlung, etc. The simulation of the secondary particles
is also included in this process. Some of the positrons are absorbed in
the trigger plastic scintillator or other materials in the positron formation
assembly. But the positrons stopped in the silica target are selected as the
candidate for o-Ps.

The next step is the simulation of the γ-rays emitted from o-Ps. For the
simulation of the pick-off annihilation, two γ’s with the energy of 511 keV
are emitted from the point where the positron stopped in the positron sim-
ulation. Three γ’s from the o-Ps decay are also generated in the same man-
ner, but their direction and energy are caluculated from the O(α) matrix
element [19]. Then, the interactions of all the γ-rays and their secondary
particles are simulated step by step, photoelectric effect, Compton scatter-
ing, Rayleigh scattering, etc.

In the end, the energies depositted on various detectors are obtained
for the o-Ps decay and the pick-off annihilation respectively. The effects of
the anti-trigger and the trigger threshold is negligible, though the events
where the positrons or their secondary electrons hit the anti-trigger have
wider distribution of the decay point. The obtained energies are smeared by
the measured resolutions and the response functions of the corresponding
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detectors. 3.6×109 events of the o-Ps 3γ decay are generated for each RUN.

2.4.2 Response Function of the Ge Detector

The response function of Ge detector is measured by 514 keV single energy
γ-ray of 85Sr source. The assembly beaker is replaced by the 85Sr source
and the trigger signal is produced by the detector signal itself. The Fig. 2.14
is the comparison of the measured energy spectrum and the Monte Carlo
simulation. The environmental background of the measured spectrum is
subtracted by the spectrum taken without 85Sr source. The two spectra
are in good agreement with each other except for the region around the
photoelectric peak. The observed tail of the photoelectric peak comes from
the charge incollection in the germanium crystal. The amount of the tail is
about 1% of the photoelectric peak and depends on an individual crystal to
be precise. Therefore, the response functions of three Ge detectors are indi-
vidually measured as in Fig. 2.15. The difference is fitted with exponential
function and the function is used for the smearing of the Monte Carlo data.
Before the fitting, the slow rise-time events are eliminated by the SRT cut
(see Sec. 3.1.5) with the same condition as in the analysis of the run. This
is because these events are more likely to form the charge incollection tail.

Another factor that disturbs the energy spectrum is pile-up events. Since
the pile-up effect is dependent on the event rate and the energy of the γ-ray,
it is evaluated with the data taken for the decay rate measurement in this
experiment. Fig. 2.16 shows the right side of the 511 keV photoelectric peak
of the data. Since the Narrow-Wide cut, which is explained later, rejects the
energy deviation beyond ±15 keV, the pile-up tail of the photoelectric peak
extends up to 525 keV. The amount of the tail is dependent on the detector
hit rate and typically 1 % of the photoelectric peak. The pile-up tail is
fitted with exponential plus flat function. The events used for the fitting is
restricted within ±20 ns, where the simultanious hits of 3γ is negligible and
the background events are simply subtracted with the flat function. The
obtained exponential function is used as a part of the response function.

2.4.3 Response Function of the YAP Scintillator

The response function of YAP scintillator is also measured by 85Sr source.
The upper plot of the Fig. 2.17 is the comparison of the measured energy
spectrum and the simulation. The background is subtracted by the spectrum
taken without 85Sr source as in the Ge case. The difference comes from
the non-uniform collection efficiency of optical photon in the YAP crystal.
The non-uniformity of the efficiency is enhanced by the short absorption
length of optical photon in the YAP crystal, which is reported as about
20 cm [49]. The relative collection efficiency is evaluated by the optical
photon simulation using the Geant4 package. The simulation only consider
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Figure 2.14: Comparison of the measured Ge spectrum with the simulation
using 85Sr source. The blue line is the measured spectrum and the red line
is the spectrum generated by the Monte Carlo simulation. The two spectra
are in good agreement with each other except for the region around the
photoelectric peak. The lower figure is the enlarged spectrum around the
photoelectric peak. The exponential tail is observed below the photoelectric
peak.
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Figure 2.15: The difference of the measured Ge spectrum and the simulation.
The tails of the photoelectric peaks are fitted with exponential functions.
The amount of the tails are 1.1% for Ge0, 1.0% for Ge1, and 2.0% for Ge2.
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Figure 2.16: Pile-up events of Ge detector. The pile-up events disturb the
energy spectrum of Ge detector. Since the Narrow-Wide cut rejects the
energy deviation beyond ±15 keV, the pile-up tail of the photoelectric peak
extends up to 525 keV. The amount of the tail is dependent on the event rate
and typically 1 % of the photoelectric peak. The pile-up tail is fitted with
exponential plus flat function for each run. Then, the exponential function
is used as a part of the response function.



2.4 Experiment 44

the absorption in the crystal and the reflection on the surface of the crystal.
The region in a crystal is divided into 2mm × 2mm × 1.5mm regions and
the collection efficiency is evaluated for each region. It is found that the
collection efficiency at the corner of YAP crystal is rather low by 40% at
most, as shown in Fig. 2.18. The obtained efficiency is incorporated into the
γ-ray simulation and the non-gaussian response function is reproduced. In
the end, the simulation is in good agreement with the measured spectrum
as shown in the lower plot of the Fig. 2.17.
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Figure 2.17: Comparison of the measured YAP spectrum with the simulation
using 85Sr source. The blue line is the measured spectrum and the red line
is the spectrum generated by the Monte Carlo simulation. The difference
is observed especially in the shape of photoelectric peak (the upper figure).
The simulation with non-uniform photon collection efficiency reproduces the
measured spectrum (the lower figure).
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Figure 2.18: Collection efficiency of optical photon in YAP crystal. The left
figure shows the collection efficiency along the Y axis on the center of crystal
(X=0). The right figure shows the collection efficiency along the diagonal
direction of X-Y plane. The photomultiplier is connected on the lower side
of X-Y plane (Z=0).



Chapter 3

Analysis

In this chapter, the details of the analysis are described. Calibration, several
cuts and time walk correction are explained in the first section. Then, the
detailed description of the direct pick-off correction method will follow. The
last section contains a discussion of the systematic errors accompanying the
measurement. The various procedures in this chapter are explained for RUN
II since most of the parts are common to two RUNs.

3.1 Calibration and Time Walk Correction

3.1.1 Data Sets

The two RUNs have been performed in this experiment. Some properties of
the two RUNs are summarized in Table 3.1. Most of the parts are the same,
but the types of the silica target are different. The silica aerogel is used in
the RUN I, whereas the silica powder is used in the RUN II.

During the RUNs, data are taken with the CAMAC system. Totally
about 1.4×1010 events and 1.6×1010 events are taken for RUN I and RUN II
respectively. Only when the γ-detectors detect any γ-rays within 10μs from
the β+ trigger, data are stored in the disk storage. Totally about 5.7 × 109

events and 6.6× 109 events are recorded for RUN I and II respectively. The
net data taking periods are about 2.3 month for RUN I and about 3.1 month
for RUN II. Typical β+ trigger rates before anti-trigger veto system are
10.8 kHz for RUN I and 6.8 kHz for RUN II.

Data are stored into the multiple calibration units for every 6 × 107

events. The calibration and the time walk correction are carried out within
one calibration unit. Since the data taking time for one unit is about 6
hours, it is guaranteed that the fluctuation and the shift of the measured
quantities by the environment do not propagate over that time scale.

During the measurements, the temperature of the experimental area
was controlled within ±0.5 ◦C to suppress the fluctuation of the measured
quantities.

47
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name period rate events target detectors
RUN I 2.3 month 10.8 kHz 1.4 × 1010 silica aerogel Ge×3, YAP×3
RUN II 3.1 month 6.8 kHz 1.6 × 1010 silica powder Ge×3, YAP×4

Table 3.1: Properties of the RUNs

Dependence on the event rate

There are two factors dependent on the event rate, the probability of the
accidental event and the probability of the pile-up event. However, the
following procedures in the analysis totally eliminate its propagation to the
final result.

• The accidental flat distribution is directly fitted in the decay rate fit-
ting. Then the probability of the accidental event does not affect the
final result.

• The pile-up rejection cut is applied and the pile-up events are elimi-
nated. The effect of the contamination is taken into account as a small
modification of the energy response function (see Sec.2.4.2).

• The time spectrum of the later time region is slightly suppressed by
the first hit condition of the data taking system. The deviation is
dependent on the detector hit rate and taken into account in the fitting
function (see Eq.3.8).

Though the event rate does not affect the final result, the systematic
error of the pick-off correction is determined by the amount of the accidental
events and the event rate should be as low as possible. In addition, the time
range of decay curve region depends on the accidental level. In the present
measurement, the range of the decay curve is about five times lifetime of
o-Ps.

3.1.2 Time and Energy Spectrum of the γ-ray Detector

Before the details of the analysis is explained, the time and energy spectrum
of the γ-ray detector is shown.

Spectrum of the YAP scintillator

Fig.3.1 shows the time and energy spectrum of the YAP scintillator. The
time spectrum is already corrected by the time walk correction, which is
explained in Sec.3.1.5. Due to the good time resolution of 1 ns, the time
spectrum of the YAP scintillator is very clear. The time spectrum is com-
posed of the following three regions.



49 3.1 Analysis

• prompt peak
A sharp peak called as the prompt peak is observed at T0(t = 0).
The prompt peak consists of the p-Ps, e+ annihilation and 1077 keV
nuclei-γ.

• o-Ps decay curve
The o-Ps decay curve is observed after the prompt peak. The de-
cay time is about the lifetime of o-Ps and decreased by the pick-off
contribution.

• accidental events
The flat distribution is observed after the o-Ps decay curve. These
events consists of the accidental hits, that are not correlated with the
β+ trigger.

On the other hand, the energy spectrum of the YAP scintillator is vague.
But the energy information of the YAP scintillator is basically not required.
The 2γ spectrum of the e+ annihilation is dominant and some part of the
spectrum is the 3γ continuous spectrum.

Spectrum of the Ge detector

Fig.3.2 shows the time and energy spectrum of the Ge detector. The time
spectrum is already corrected by the time walk correction, which is explained
in Sec.3.1.5. The time resolution of the Ge detector is larger than that of
the YAP scintillator. But the resolution of 5 ns is good enough to extract
the time dependence of the pick-off ratio.

On the other hand, the energy spectrum of the Ge detector is very clear
and the resolution is about 0.5 keV around 511 keV photoelectric peak.
Making use of the good energy resolution, the Ge detector can separate the
pick-off 2γ events from the 3γ events.

3.1.3 Calibration

ADC spectrum of YAP scintillators and Ge detectors

The calibration of the ADC spectra has made use of the 511 keV positron
annihilation line and the accompanying 1077 keV nuclei-γ. Each peaks are
fitted with normal gaussian function. Then, the fitted peak values are used
to determine the energy scale of the ADCs. The Wide spectra and Narrow
spectra are individually calibrated for both Ge and YAP detectors.

On the other hand, the absolute calibration is difficult for Base spec-
tra. Therefore, the peak is fitted with normal gaussian and the standard
deviation is used to define the scale of Base spectrum.
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Figure 3.1: Time and Energy spectrum of the YAP scintillator. The upper
figure is the time spectrum of the YAP scintillator. The energy range is
restricted above 150 keV and the time walk correction is already applied.
The lower figure is the energy spectrum of the YAP scintillator. The time
window is restricted before 700 ns.
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Figure 3.2: Time and Energy spectrum of the Ge detector. The upper figure
is the time spectrum of the Ge detector. The energy range is restricted from
300 keV to 520 keV and the time walk correction is already applied. The
lower figure is the energy spectrum of the Ge detector. The time window is
restricted before 700 ns. The lower energy region is suppressed by the slow
rise-time cut.
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TDC spectrum of YAP scintillators and Ge detectors

The absolute scale of the KEK TDC is determined by the external clock
source. The 2 GHz clock leads to 0.5 ns bin width and 32 μs full range.
The calibration of the absolute value makes use of the prompt events which
appears as a sharp peak and exactly stands at decay time t = 0 (T0) since it
consists of the p-Ps and 1077 keV nuclei-γ. After the time walk correction,
the prompt peak is fitted with normal gaussian and the absolute decay time
is determined.

The differential non-linearity (DNL), which is the deviation of the rela-
tive bin width, is so small for the KEK TDC that the measured decay rate
is not affected at all. But, the χ2 of the decay rate fitting sums up the DNL
and the minimum value is increased. To avoid this effect, the measured TDC
values are smeared with the gaussian function which has 1.5 ns standard
deviation.

Though the intrinsic DNL of the KEK TDC is negligible, the non-
linearity of the time spectrum is observed at the DNL test where the random
start signal and the stop signal of the clock are fed into the KEK TDC. As in
Fig. 3.3, the 0.05-0.1 % excess of the relative bin width is observed near the
T0. It is found that the transition of the veto input in the logic unit causes
the electric fluctuation of the output line and leads to the non-linearity of
the time spectrum near the T0. Therefore, the non-linearity is corrected by
the relative bin width measured at the DNL test.

ADC spectrum of plastic scintillator

The calibration of Wide spectrum for the plastic scintillator is not needed
since no cut is applied for the spectrum. Wide spectrum is only used for
the time walk correction within a calibration unit. On the other hand, Base
spectrum of the plastic scintillator is calibrated by the standard deviation
as in YAP and Ge cases.

3.1.4 Event Selection

In order to extract the intrinsic timing of the γ-rays and the accurate energy
of those, it is important to reject the pile-up event where the two or more
γ-rays hit the detector successively. The two types of cut adopted in the
measurement are explained in this section.

Base cut for Ge, YAP and the plastic scintillator

One type of the cuts is Base cut, which requires the clean baseline condition
just before the signal. The Base cut rejects the events where the preceding
signal disturbs the timing and the energy information of the succeeding
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Figure 3.3: The relative bin width measured at the DNL test of the KEK
TDC. The 0.05-0.1 % excess of the relative bin width is observed near the
T0

signal as in Fig. 3.4. The events that are triggerd by the tail of the detector
signal are also gotten rid of.

The spectra of the Ge Base are shown in Fig.3.5. The slow rise-time
events, which are explained later, are not included in the figures. The higher
tail of the spectrum accounts for the pile-up events and the events triggered
by the tail of the signal. The lower tail comes from the hits on the undershoot
of the previous event. Thus, the events within ±4σ are selected as in the
figure.

For the YAP scintillators, the time dependence of the cut efficiency af-
fects the time spectrum. In fact, the prompt hits such as 1077 keV nuclei-γ
and bremsstrahlung-γ of the positron deposit the energy in the Base gate
of the delayed signal. If the Base cut ±4 σ is applied, the events near the
prompt are suppressed. In Fig. 3.6, these events are shown as the tail which
extends to about 140 σ. Then, the upper boundary of the Base cut is set
to 140 σ. The effect of the contamination is calculated in Appendix B and
assigned as a systematic error.

The Base cut is also applied for the plastic scintillator. The events within
±4 σ are selected as in Fig. 3.7.



3.1 Analysis 54
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Figure 3.4: The schematic of the Base cut. The Base cut rejects the events
where the preceding signal disturbs the timing and the energy information
of the succeeding signal.
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Figure 3.5: Base spectra for Ge detectors. The slow rise-time events are
excluded in the figures. The events within ±4σ are selected. The two
vertical lines in a figure show the boundaries of the cut.
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Figure 3.6: Base spectra for YAP scintillator. The events within the range
from −4 σ to +140 σ are selected. The upper figures show the lower bound-
aries of the cut as the vertical line. The lower figures show the upper bound-
aries of the cut as the vertical line.
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Figure 3.7: Base spectrum for the plastic scintillator. The events within
±4 σ are selected. The two vertical lines show the boundaries of the cut.

Narrow-Wide (NW) cut for Ge and YAP

The other type of the cuts is Narrow-Wide (NW) cut, which requires the
small difference of the energies measured with Narrow gate and Wide gate.
The used quantity is Wide - Narrow in the keV unit. The NW cut rejects
the events where the succeeding signal disturbs the energy information of
the preceding signal as in Fig. 3.8.

The NW spectra for Ge detectors are shown in Fig. 3.9. The slow rise-
time events, which are explained later, are not included in the figures. The
higher tail account for the pile-up events. The events within ±15 keV are
selected as in the figure.

For the YAP scintillators, NW cut is also applied. The events within
±30 keV are selected as in Fig. 3.10.

3.1.5 Time Walk Correction

The detection timings of the signals are depending on their amplitudes. This
lag of time called walk must be corrected to obtain the intrinsic decay time.
The following time walk corrections make use of the prompt events, which
consist of the p-Ps and the e+ annihilation etc, and occur at T0(t = 0).

Time walk correction for YAP scintillator

Due to the fast rise-time feature of YAP scintillator, the time walk is as
small as 2 ns if the energy is above 150 keV. The procedures of the time
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Figure 3.8: The schematic of the Narrow-Wide (NW) cut. The NW cut
rejects the events where the succeeding signal diturbs the energy information
of the preceding signal.
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Figure 3.9: Narrow-Wide spectra for Ge detectors. The events within
±15 keV are selected. The two vertical lines shows the boundaries of the
cut.
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Figure 3.10: Narrow-Wide spectra for YAP scintillators The events within
±30 keV are selected. The two vertical lines shows the boundaries of the
cut.

walk correction for YAP scintillator are as follows. At first, the whole energy
range is divided into the 50 keV width regions and the prompt peaks for
these regions are fitted with normal gaussian. Then, the peak values are
fitted with seven order polynomial function as in Fig. 3.11. The relative
correction width is determined by this function at any energy. After the
time walk correction, the excellent time resolution of 1.3 ns is obtained for
the whole energy range above 150 keV.

Time walk correction for plastic scintillator

In order to extract the time walk of the plastic scintillator, the prompt
events of YAP scintillator is used. The energy region for YAP scintillator
is restricted within ±100 keV from 511 keV. Though the plastic scintillator
has a fast rise-time signal, the time walk is clearly seen in Fig. 3.12. This is
because the typical amplitude of the signal is just above the threshold. As
in the YAP case, the whole Wide range of the plastic scintillator (Pla Wide)
is divided into the 10 counts regions and the prompt peaks for these regions
are fitted with normal gaussian. Then, the peak values are fitted with seven
order polynomial function as in the figure. The relative correction width is
determined by this function at any Pla Wide value.

Time walk correction for Ge detector

For the Ge detectors, things are rather complicated due to the slow rise-time
feature of the Ge signal. The rise-time of the Ge detector is as large as 200 ns
and depending on the strength of the electric field. Since the electric field
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Figure 3.11: Time walk of YAP scintillator. The detection time of YAP
scintillator is plotted against the YAP Wide value. The prompt peaks for
every 50 keV regions of YAP Wide is fitted with seven order polynomial
function. The blue line shows the fitted polynomial function and the time
walk is corrected by this function.
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Figure 3.12: Time walk of plastic scintillator. The detection time of YAP
scintillator is plotted against the Wide value of the plastic scintillator (Pla
Wide). The prompt peaks for every 10 counts regions of Pla Wide is fit-
ted with seven order polynomial function. The blue line shows the fitted
polynomial function and the time walk is corrected by this function.

varies in a crystal, the rise-time of the signal depends on the position where
the γ-ray is absorbed. In fact, the rise-time of the signal with a single energy
widely ranges as shown in Fig. 3.13. The spectra in the figures are the time
interval between two thresholds 50 mV and 150 mV , and the energy region
is restricted from 480 keV to 520 keV. The second peak in the spectrum,
which is refered to as SRT events, consist of the γ-rays absorbed at the front
cap of the crystal, where the electric field is complicated and some places
are so weak. Since the time resolution of the SRT events is too bad, the
SRT events have to be eliminated. The vertical lines in the figures show the
boundaries of the SRT cut.

The time walk correction makes use of the measured rise-time, or the
time interval of two thresholds 50 mV and 150 mV . The energy region
is restricted from 480 keV to 520 keV. The whole range of the rise-time
variable is divided into 20 counts regions and the prompt peaks for these
regions are fitted with normal gaussian. Then, the peak values are fitted
with seven order polynomial function as in Fig. 3.14. Thus, the relative
correction width is determined by the function at any rise-time variable.
The obtaned time resolutions for the 511 keV γ-rays are 5.1 ns, 5.2 ns and
3.2 ns for Ge0, Ge1 and Ge2 respectively.

Evaluation of the SRT cut efficiency

The 2γ and 3γ detection efficiencies must be known to determine the decay
rate by the direct pick-off correction method. But, the SRT cut efficiency
is not resolved by the detector simulation. Then the SRT cut efficiency is
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Figure 3.13: The rise-time of the Ge detectors. The time interval between
two thresholds 50 mV and 150 mV are plotted. The unit of the horizontal
axis is corresponding to 0.25 ns for Ge0 (Ge1) and 0.2 ns for Ge2. The
energy region is restricted from 480 keV to 520 keV. The slow rise-time
component, which is refered to as SRT events, is cut at the vertical line.
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Figure 3.14: Time walk of Ge detectors. The detection time of the prompt
peak is plotted against the rise-time variable (T150 mV -T50 mV ). The prompt
peaks for every 20 counts regions of the rise-time variable is fitted with
seven order polynomial function. The blue line shows the fitted polynomial
function and the time walk is corrected by this function. The slow rise-time
component beyond the vertical line is eliminated.
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evaluated with the measured data.
The SRT cut efficiencies for Compton scatterd 2γ event and photoelectric

3γ event are slightly different with each other even when the deposit energy
is the same. This is because the distributions of the absorbed position
in the crystal are different for these two cases. In practice, the Compton
scattered 2γ events rather than the photoelectric 3γ events are more likely
to be the SRT events. Therefore, the 2γ SRT cut efficiency and the 3γ SRT
cut efficiency must be separately evaluated within the each dominant time
region.

The dominant time regions for the 3γ events and the 2γ events are
obviously the decay curve region and the prompt peak respectively. But
the some part of the prompt 2γ events enter the decay curve region because
of the bad timing characteristics of the SRT events. To exclude these 2γ
events, the special time walk correction is applied for the SRT events and
the much later time region is used for the evaluation of the 3γ SRT cut
efficiency.

At first, the time walk correction is applied for the SRT events. The
used quantity is the time interval between two thresholds 30 mV and 50 mV,
which is rather sensitive to the slow rise-time events. The Fig. 3.15 shows the
correlation between the rise-time variable (T50 mV -T30 mV ) and the detection
time of the prompt events. The fast rise-time component is not included in
the figures. The linear functions shown in the figures are used to determine
the time walk correction.

The obtained time resolution for the SRT events is evaluated with the
data which is measured without the silica target. The Fig. 3.16 shows the
time spectra before the SRT cut and after the SRT cut. The prompt peaks
after the SRT cut are confined within 50 ns from the T0, though the o-Ps
in the air forms the rather long tail, which is simultaneously observed with
the YAP detectors. On the other hand, the prompt peaks before the SRT
cut spread over 200 ns for Ge0 (Ge1) and 600 ns for Ge2. Thus, it is found
that the time region after 200 ns can be used to evaluate the 3γ SRT cut
efficiency for Ge0 and Ge1, whereas no time region is available for Ge2. The
difference between Ge0 (Ge1) and Ge2 comes from the shape of the crystal.
In fact, the Ge2 has the larger front cap part of the crystal than the others,
where electric field is so complicated. In the circumstances, data of the Ge2
is not included in the analysis from now on.

For the 3γ SRT cut efficiency, the time spectra of Ge0 and Ge1 is sliced
out from 256 ns to 512 ns as in Fig. 3.17. The accidental contribution in this
time region is subtracted by the spectrum from 2 μs to 3.6 μs. Then, the 3γ
SRT efficiency is obtained as the ratio of the events before and after the SRT
cut. The Fig. 3.18 shows the 3γ SRT efficiency along the deposit energy.
The spectrum is fitted with the linear function from 480 keV to 500 keV and
the obtained function is used for the 3γ SRT cut efficiency. This is because
the efficiency curve is slightly shifted from the linear relation in the region
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Figure 3.15: Time walk of the slow rise-time component. The detection
time of the prompt events are plotted against the rise-time variable (T50 mV -
T30 mV ). Note that the small amount of 3γ events are not rejected. The
correlations are clearly seen in the figures. The linear function shown as the
blue line is used to determin the time walk correction.

under 480 keV. In addition, the pick-off contribution is negligibly small in
the region under 500 keV.

On the other hand, the 2γ SRT cut efficiency is evaluated within the
time region from -256 ns to 1536 ns. The obtained values are 0.76626(9) for
Ge0 and 0.68378(8) for Ge1 in the region of 511 keV ±4 keV, where the 2γ
SRT cut efficiency is used in the analysis. The contamination of 3γ is small
around 511 keV and the 3γ SRT cut efficiency is the same as the 2γ’s at
511 keV from the beginning. Then, the values are considered to be reliable.

The 2γ SRT cut efficiency is also used to calculate the 2γ efficiency in the
region of 480 keV-505 keV. In this region, the contamination of 3γ increases
the obtained value by about 2 %. But the precision is not required in this
case and the uncertainty of the effect does not contribute to the final result.
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Figure 3.16: Time spectra of Ge detectors without silica target. The inside
histogram is the spectrum after the SRT cut. The long tail of the spectrum
after the SRT cut comes from the o-Ps in the air. The slow rise-time com-
ponent of the prompt peak spreads over 200 ns for Ge0 (Ge1) and 600 ns
for Ge2. The vertical lines show the region used for the evaluation of the 3γ
SRT efficiency.
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Figure 3.17: Time spectra of Ge detectors. The inside histogram is the
spectrum after the SRT cut. The time region within the two vertical lines
is used for the evaluation of the 3γ SRT efficiency.
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Figure 3.18: 3γ SRT cut efficiency of Ge detectors. The event ratio before
and after the SRT cut is plotted along the energy. The spectrum is fitted
with linear function from 480 keV to 500 keV and the function is used as
the 3γ SRT cut efficiency. Ge0: 1.023(150)×10−3E(keV)+0.247(73), Ge1:
1.063(153)×10−3E(keV)+0.143(75)



67 3.2 Analysis

3.2 Determination of λpick(t)/λ3γ

In this section, the pick-off ratio λpick(t)/λ3γ is determined as a function
of time. Since the pick-off ratios for the two RUNs are different from each
other, most of the plots are presented for each RUN.

3.2.1 Time and Energy Spectra of the Ge Detectors

To determine the pick-off ratio λpick(t)/λ3γ , the energy and the timing in-
formation of the Ge detectors are made use of. After the SRT cut and
the time walk correction, the time spectrum as shown in Fig. 3.19 is ob-
tained. The three characteristic regions are observed in the figures, prompt
peak, o-Ps decay curve and accidental region. These regions have different
contributions of γ-rays and different energy spectra as follows.

prompt peak
A sharp peak, called as the prompt peak, is observed at T0(t = 0). The
prompt peak consists of the p-Ps, the 1077 keV nuclei-γ and the e+

annihilation, which is the events that positrons do not form Ps. Since
most of the contributions are 2γ, the energy spectrum is concentrated
on the 511 keV photoelectric peak. The 511 keV peak of the prompt
events is shown in Fig. 3.20. The energy resolution of the 511 keV peak
is 1.1∼1.2 keV, which is summarized in Table 3.2, whereas the intrinsic
resolution of the Ge detector is 0.5∼0.6 keV. This is because electrons
in material have the bound momentum and the e+ annihilations are
affected by the Doppler effect of this motion, and then observed as the
broad photoelectric peak.

RUN I RUN II
511 keV 1077 keV 511 keV 1077 keV

Ge0 1.143 keV 0.734 keV 1.160 keV 0.744 keV
Ge1 1.153 keV 0.752 keV 1.183 keV 0.775 keV

Table 3.2: Energy resolution of the prompt events

o-Ps decay curve
The time region after the prompt peak, sometimes refered to as de-
layed region, is dominated by the o-Ps 3γ and forms the exponential
decay curve. Thus, the energy spectrum is a combination of the 3γ
continuous spectrum and the 2γ spectrum as shown in Fig. 3.21. The
latter comes from the pick-off annihilation and the accidental events.

accidental events
The time region far beyond the prompt peak is dominated by the
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Figure 3.19: Time spectrum of Ge detectors. The upper figure is the spec-
trum for RUN I and the lower figure is the spectrum for RUN II. The
spectrum includes both Ge0 and Ge1 events in the energy region of 300 keV-
520 keV. The figure in the right coner is the enlarged view of the prompt
peak.
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accidental events and forms the flat time spectrum. The γ-ray hit
of the accidental event is not correlated with the β+ trigger. Thus,
the accidental events include all the γ-ray contributions, p-Ps, o-Ps,
e+ annihilation and environmental background. The energy spectrum
of the accidental events is nearly 2γ spectrum as shown in Fig. 3.21.
The spectrum is used to subtract the accidental contribution from the
delayed region.
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Figure 3.20: 511 keV photoelectric peak of the prompt events. The left
figure is the spectrum for RUN I and the right figure is the spectrum for
RUN II. The spectrum includes the prompt events of both Ge0 and Ge1,
whose time region is restricted within ±10 ns.

3.2.2 Extraction of the Pick-off Contribution

The delayed time region is divided into several regions to determin the pick-
off ratio as a function of time. But in this section, the time region from
60 ns to 700 ns is used for the explanation of the procedures.

• First of all, the accidental contribution is subtracted from the delayed
region as in Fig.3.21. The energy spectrum of the accidental time re-
gion (2000 ns - 3600 ns) is prepared for the subtraction. The normal-
ization factor of the spectrum is described as the following equation.

fnorm =
(700 − 60)

(3600 − 2000)
× exp(Rstop · Δt) (3.1)

where the first term is the width of the used region and the second term
is the stop rate factor. The value Δt is the time difference between the
center of the delayed region (60 ns + 700 ns)/2 and the center of the
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accidental region (2000 ns + 3600 ns)/2. The stop rate factor comes
from the fact that the data taking system accepts only the first hit of
the detector, which is explained in Appendix B. The stop rates of the
Ge detectors are summarized in Table 3.3.

Ge0 Ge1
RUN I 880 Hz 1010 Hz
RUN II 550 Hz 640 Hz

Table 3.3: Typical stop rate of Ge detectors

• The next procedure is the subtraction of the 3γ spectrum as shown in
Fig.3.22. The 3γ spectrum is produced by the Monte Carlo simulation
and multiplyed by the 3γ SRT cut efficiency prepared in Sec. 3.1.5.
Then, the 3γ spectrum is normalized by the number of events (N3γ)
within 480 keV-505 keV. However, the region containes the Compton
scattered events of the pick-off 2γ. Therefore, the normalization factor
is decreased by this amount as following equation.

N3γ = N(480 keV ∼ 505 keV) − fcompon × Npick (3.2)

where Npick is defined as the number of events within ±4 keV from
511 keV after the subtraction of the 3γ spectrum. The coefficient
fcompton is evaluated by the simulation and the values are summarized
in Fig. 3.4.

detector RUN fcompton

Ge0 RUN I 0.0342
Ge1 RUN I 0.0337
Ge0 RUN II 0.0349
Ge1 RUN II 0.0356

Table 3.4: Compton factor fcompton

In this step, it is found that the pick-off ratios for the two RUNs differ
from each other by about a factor of three, which is seen in Fig. 3.22.

• After the subtraction of the 3γ spectrum, the remaining spectrum is
the pick-off contribution. As shown in Fig. 3.23, the spectrum is a
Doppler broadning 2γ spectrum like the prompt events. The peak
value and the resolution of the 511 keV peak are summarized in Ta-
ble 3.5.
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Figure 3.21: Energy spectrum of the delayed region. The upper figure is
the spectrum for RUN I and the lower figure is the spectrum for RUN
II. The spectrum includes both Ge0 and Ge1 events in the time region of
60 ns-700 ns. The contribution of the accidental events is subtracted by the
spectrum of the accidental region from 2000 ns to 3600 ns (dotted line).



3.2 Analysis 72

energy (keV)
470 480 490 500 510 520

co
un

ts
/0

.3
3k

eV

0

20

40

60

80

100

120

140

160

310×

o-Ps spectrum

 spectrumγ3

γpick-off 2

RUN I

energy (keV)
470 480 490 500 510 520

co
un

ts
/0

.3
3k

eV

0

10000

20000

30000

40000

50000

60000 o-Ps spectrum

 spectrumγ3

γpick-off 2

RUN II

Figure 3.22: Subtraction of the 3γ spectrum. Energy spectrum of the de-
layed region. The upper figure is the spectrum for RUN I and the lower
figure is the spectrum for RUN II. The figure shows the spectrum after the
subtraction of the accidental events. The 3γ spectrum prepared by the sim-
ulation is normalized in the region from 480 keV to 505 keV. The difference
is the contribution of the pick-off 2γ events.
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Figure 3.23: Energy spectrum of the pick-off events. The upper figure is the
spectrum for RUN I and the lower figure is the spectrum for RUN II. The
figure shows the spectrum after the subtraction of the 3γ spectrum. The
spectrum is a Doppler broadning 2γ spectrum like the prompt events.
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peak value resolution
RUN I 510.995(3) keV 1.108(3) keV
RUN II 511.013(9) keV 1.110(9) keV

Table 3.5: Peak value and resolution of the pick-off events

3.2.3 Determination of λpick(t)/λ3γ

The pick-off ratio λpick/λ3γ is calculated with the observed counts as the
following equation.

λpick

λ3γ
=

Npick

N3γ
×F (3.3)

where the counts N3γ and Npick are introduced in the previous section as

• N3γ = number of events within 480 keV-505 keV
for the normalized 3γ spectrum

• Npick = number of events within ±4 keV from 511 keV
for the pick-off spectrum.

and the conversion factor F is defined as,

F =

∫ 505 keV

480 keV
P3γ(E) dE∫ 515 keV

507 keV
Ppick(E) dE

(3.4)

P3γ(E) and Ppick(E) are the detection efficiencies at energy E for 3γ de-
cay and 2γ decay events respectively. That is, the observed counts Npick, N3γ

are converted into the intrinsic decay rate λpick, λ3γ with their detection ef-
ficiencies.

The factor F is evaluated with the Monte Carlo simulation. The spectra
for 3γ decay and 2γ decay events are produced and multiplied by their SRT
cut efficiency. Then, the probability P3γ and Ppick are integrated over the
above regions. The obtained F factor is summarized in Table 3.6.

detector RUN F factor
Ge0 RUN I 0.14700(15)
Ge1 RUN I 0.14632(15)
Ge0 RUN II 0.14846(14)
Ge1 RUN II 0.14760(14)

Table 3.6: Conversion factor F
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To extract the dependency of the decay time, the delayed region is di-
vided into 16 regions as in Table 3.7. Then, the pick-off ratio λpick/λ3γ is
calculated for each region.

time range window width # of windows
60-72 ns 6 ns 2
72-88 ns 8 ns 2
88-112 ns 12 ns 2
112-148 ns 18 ns 2
148-204 ns 28 ns 2
204-288 ns 42 ns 2
288-416 ns 64 ns 2
416-608 ns 96 ns 2

Table 3.7: Definition of the time windows

The obtained ratio is shown in Fig. 3.24. The curve in the figure rep-
resents the thermalization process of o-Ps. It takes about 600 ns that o-Ps
is fully thermalized in silica aerogel and silica powder. The pick-off ratio of
the RUN I (silica aerogel) is about 3 times higher than the one of RUN II
(silica powder). The difference is considered to originate in the characteris-
tics of the silica material such as the grain size, the aggregate structure, the
surface.

The pick-off ratio is fitted with the analytic function for later uses. The
analytic form of the thermalization process is discussed in Sec. 2.1.3. But,
the next rather simple form is adopted for technical reasons.

d

dt
θ(t) = −C

(
θ(t)2 − θ2

∞
)

θ(t)2β (3.5)

where θ(t) ≡ λpick(t)/λ3γ and numerous parameters are substituted with
one new fitting parameter β. This notation is identical to the one which
can be found in reference [41]. The equation is numerically solved by the
Runge-Kutta method, which is implemented as the subroutine DDEQMR
in CERN LIB [56]. Since the first-order differential equation requires a
boundary condition, one more variable, the pick-off ratio at 60 ns (θ60), is
introduced. The result of the fitting is summarized in Table 3.8.

The uncertainties of the fitted parameters are estimated by the MINOS
error analysis routine in the MINUIT package [57]. However, the parameter
C and 2β are tightly correlated with each other and the correlation coeffi-
cient is almost 1. This is caused by the small magnitude of the pick-off rate
θ(t), which is the order of 10−2. Therefore, the rather diagonal form is used
for the error estimation.
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Figure 3.24: Pick-off ratio λpick(t)/λ3γ . The upper figure is the spectrum
for RUN I and the lower figure is the spectrum for RUN II. The slow curve
represents the thermalization process of o-Ps. The pick-off ratio of the RUN
I is about 3 times higher than the one of RUN II.
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parameters RUN I RUN II
C 2.71 × 103 5.87 × 104

θ∞ 1.24 × 10−2 0
2β 3.02 2.75
θ60 4.04 × 10−2 1.61 × 10−2

reduced χ2 1.00 1.11

Table 3.8: Summary of λpick(t)/λ3γ fitting result

d

dt
θ′(t) = −C ′ (θ′(t)2 − θ′2∞

)
θ′(t)2β (3.6)

where θ′(t) = f θ(t), C ′ = f−1−2β C, θ∞ = f θ∞, f = 40 for RUN I
and f = 100 for RUN II. The estimated uncertainties of the parameters
are summarized in Table 3.9. The uncertainty of the parameter θ∞ in the
negative direction is not defined since the deviation of χ2 does not reach +1
even if θ∞ is set to be 0.

RUN I RUN II
parameters negative positive negative positive

C ′ −2.68 × 10−4 +7.86 × 10−4 −1.26 × 10−4 +1.43 × 10−3

θ∞ not defined +7.22 × 10−3 not defined +6.50 × 10−3

2β −1.07 +0.60 −1.13 +0.37
θ60 −2.96 × 10−4 +2.96 × 10−4 −3.03 × 10−4 +3.17 × 10−4

Table 3.9: Uncertainties of the fitted parameter (RUN I).

The propagation of the uncertainties is evaluated as the following proce-
dures. At first, one of four parameters is fixed at the value which is deviated
from the best fit value by 1 σ. The rest parameters are fitted as the free pa-
rameters again. The obtained parameters and pick-off function are prepared
to evaluate the uncertainty of the parameter. Thus, the deviated functions
for the four parameters are obtained as shown in Fig. 3.25 and Fig. 3.26.
Then, the total propagation of the uncertainties to the decay rate is defined
as follows.

σtotal =

√√√√ 4∑
i=1

σ2
i (pos) + σ2

i (neg)
2

(3.7)

where σi(pos), σi(neg) are the deviation of the decay rate when the
parameter i is deviated in the positive direction and the negative direction
and then the corresponding function is used for the decay rate fitting.
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Figure 3.25: Uncertainties of the parameters (RUN I). The upper two figures
are the deviated function when one parameter is fixed at +1 σ and at -
1 σ. The lower two figures show the deviation of the pick-off ratio for each
function.
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Figure 3.26: Uncertainties of the parameters (RUN II). The upper two fig-
ures are the deviated function when one parameter is fixed at +1 σ and at
-1 σ. The lower two figures show the deviation of the pick-off ratio for each
function.
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3.3 Decay Rate Fitting

In this section, the time spectrum of the YAP scintillators is fitted to obtain
the intrinsic decay rate. The fitting function includes the pick-off ratio
measured in the previous section.

3.3.1 Time and Energy Spectrum of the YAP Scintillators

After the time walk correction, the time spectrum of the YAP scintillators
is obtained as in Fig. 3.28. As in Fig. 3.27, the energy region is restricted
above 150 keV since the time walk and the resolution are large in the energy
region below 150 keV. The three characteristic regions, prompt peak, o-Ps
decay curve and accidental region, are observed as in the case of Ge detector.
But, the prompt peak of the YAP scintillators is more sharp than the one
of the Ge detectors. In addition, the number of events is much larger than
the one of Ge. This is attributed to the good timing characteristics of YAP
scintillator.
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Figure 3.27: Energy spectrum of YAP scintillator in the delayed region. The
time region is restricted from 60 ns to 700 ns. The vertical line shows the
energy threshold of 150 keV.
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Figure 3.28: Time spectrum of the YAP scintillators. The upper figure is
the spectrum for RUN I and the lower figure is the spectrum for RUN II.
The spectrum include the events of all the YAP scintillators in the energy
region above 150 keV. The figure in the right coner is the enlarged view of
the prompt peak.
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YAP0 YAP1 YAP2 YAP3
RUN I 0.718 0.717 0.701 —
RUN II 0.730 0.714 0.700 0.723

Table 3.10: Ratio εpick/ε3γ of YAP scintillators

YAP0 YAP1 YAP2 YAP3
RUN I 1530 Hz 1440 Hz 1540 Hz —
RUN II 750 Hz 590 Hz 850 Hz 680 Hz

Table 3.11: Typical stop rate of YAP scintillators

3.3.2 Decay Rate Fitting

The analytic form of the observed time spectrum is discussed in Sec. 2.1.3
and given by,

Nobs(t) = e−Rstopt

[(
1 +

εpick

ε3γ

λpick(t)
λ3γ

)
N0 exp

(
−λ3γ

∫ t

0

(
1 +

λpick(t′)
λ3γ

)
dt′

)
+ C

]
.

(3.8)
The ratio εpick/ε3γ is estimated by the Monte Carlo simulation. The

values are summarized in Table 3.10. The stop rate Rstop of YAP scintillators
are summarized in Table 3.11. Thus, the free parameters in Eq. (3.8) are
just three, N0, C and λ3γ .

The part of Eq. (3.8) containing time integration can be rewritten as,

N0 exp

(
−λ3γ

∫ t

0

(
1 +

λpick(t′)
λ3γ

)
dt′

)

= N0 exp

(
−λ3γ

∫ tstart

0

(
1 +

λpick(t′)
λ3γ

)
dt′ − λ3γ

∫ t

tstart

(
1 +

λpick(t′)
λ3γ

)
dt′

)

= N0 exp

(
−λ3γ

∫ t

tstart

(
1 +

λpick(t′)
λ3γ

)
dt′

)
(3.9)

Therefore, the integration before tstart is absorbed into the normalization
factor N0 and does not have any influence on the decay rate fitting.

The different size of εpick/ε3γ factor is another problem when the time
spectra of the YAP scintillators are combined. To overcome this difficulty,
the following procedures are performed.

1. At first, the constant term C is fixed by fitting the accidental time
region from 2000 ns to 3600 ns. Then, the accidental contribution is
subtracted from the time spectrum.
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2. The detector dependent term,(
1 +

εpick

ε3γ

λpick(t)
λ3γ

)
(3.10)

is divided from the time spectrum. Then the following spectrum is
obtained for each detector.

N(t) = N0 exp

(
−λ3γ

∫ t

tstart

(
1 +

λpick(t′)
λ3γ

)
dt′

)
(3.11)

3. The subtracted term C is added to each time spectrum. At this stage,
the time spectrum is independent of the detector efficiency as,

N ′(t) = N0 exp

(
−λ3γ

∫ t

tstart

(
1 +

λpick(t′)
λ3γ

)
dt′

)
+ C (3.12)

4. The obtained time spectra are simply summed up into one spectrum.

Time spectrum fitting for RUN I

The time spectrum is fitted by the minimization package MINUIT [57]. The
fitted decay rate and reduced χ2 is shown in Fig. 3.29. The fitted decay rate
is plotted against the fitting start time to see the dependence on the fitting
start time. The fitting end time is fixed at 3600 ns. It is found that the
fitted decay rate is flat along the decay time and no significant dependence
is observed. The reduced χ2 is also flat along the fitting start time and the
value is reasonable.

Therefore, the fitting start time is fixed at 60 ns and the obtained decay
rate for RUN I is determined to be,

λ3γ = 7.03876 ± 0.0009(stat.) μs−1, (3.13)

where only the statistic error is shown. The propagated error from λpick(t)/λ3γ

fitting is already included.

Time spectrum fitting for RUN II

The time spectrum for RUN II is fitted by the same procedures as for RUN
I. The result is shown in Fig. 3.30. No significant dependence on the decay
time is found in both the fitted decay rate and reduced χ2.

Then, the fitting start time is fixed at 60 ns and the obtained decay rate
for RUN II is determined to be,

λ3γ = 7.04136 ± 0.0009(stat.) μs−1, (3.14)

where only the statistic error is shown as for RUN I.
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Figure 3.29: Fitted decay rate (RUNI). The fitted decay rate is plotted
along the fitting start time in the lower figure. The error bars show only the
statistic error and the inner lines represent the statistic error of the YAP
time spectrum. The reduced χ2 along the fitting start time is also shown in
the upper figure. Since the bin width of the histogram is 0.5 ns, the degree
of freedom is 7080–3 at 60 ns fitting start time.
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Figure 3.30: Fitted decay rate (RUNII). The fitted decay rate is plotted
along the fitting start time in the lower figure. The error bars show only the
statistic error and the inner lines represent the statistic error of the YAP
time spectrum. The reduced χ2 along the fitting start time is also shown in
the upper figure. Since the bin width of the histogram is 0.5 ns, the degree
of freedom is 7080–3 at 60 ns fitting start time.
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3.4 Various Checks

The several cuts are applied to the obtained data in order to reject the pile-
up events and the slow rise-time events. The measured decay rate must be
independent of the cut condition since the choise of the bounrary is rather
arbitrary. To make sure of this independency, the cut conditions are varied
to some extent.

In addition, to check the quality of the data sample, data of each run
are divided into four samples.

3.4.1 Energy Selection

The energy windows for YAP scintillator and Ge detector are varied and the
deviations of the decay rate are shown in the following tables. The efficiency
is also reevaluated according to the energy window. The observed deviation
of the decay rate is less than one third of the statistic error for both YAP
scintillator and Ge detector. Considering the fact that about 20 % of the
events are varied for both YAP scintillator and Ge detector, the deviation of
the decay rate is considered to be statistical fluctuation. Therefore, one can
conclude that the obtained decay rate is not biased by the energy window.

The energy window for the pick-off 511 keV peak is not varied since
the wider window sums up the uncertainty of the 3γ subtraction. The
uncertainty of the 3γ is guranteed for the window of 511 keV ±4 keV in
Sec.3.5.3.

for YAP scintillator normal threshold: 150 keV

strict cut loose cut
RUN I 200 keV ∼ 100 keV ∼

+14 ppm –30 ppm
RUN II 200 keV ∼ 100 keV ∼

–20 ppm –9 ppm

for Ge detector normal range: 480 keV ∼ 505 keV

lower boundary higher boundary
RUN I 485 keV ∼ 505 keV 480 keV ∼ 500 keV

–13 ppm –33 ppm
RUN II 485 keV ∼ 505 keV 480 keV ∼ 500 keV

+37 ppm –0 ppm

3.4.2 Base Cut

The Base cut conditions for YAP scintillator and Ge detector are varied
and the deviations of the decay rate are shown in the following tables. The
deviation of the decay rate is considered to be the statistical fluctuation.
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The effect of the contamination below 140 σ boundary is discussed in the
next section.

for YAP scintillator normal range: –4 σ ∼ +140 σ

strict cut loose cut
RUN I –3 σ ∼ +130 σ –6 σ ∼ +160 σ

+0 ppm +0 ppm
RUN II –3 σ ∼ +130 σ –6 σ ∼ +160 σ

–1 ppm +7 ppm

for Ge detector normal range: ±4 σ

strict cut loose cut
RUN I –3 σ ∼ +3 σ –6 σ ∼ +6 σ

+9 ppm +7 ppm
RUN II –3 σ ∼ +3 σ –6 σ ∼ +6 σ

+4 ppm +4 ppm

3.4.3 Narrow-Wide Cut

The Narrow-Wide cut conditions for YAP scintillator and Ge detector are
varied and the deviations of the decay rate are shown in the following tables.
The deviation of the decay rate is considered to be the statistical fluctuation.
The effect of the contamination is small as discussed in Appendix B.3.1.
But the deviation of Ge energy spectrum is incorporated into the response
function (see Sec. 2.4).

for YAP scintillator normal range: ±30 keV

strict cut loose cut
RUN I –25 keV ∼ +25 keV –40 keV ∼ +40 keV

+13 ppm +7 ppm
RUN II –25 keV ∼ +25 keV –40 keV ∼ +40 keV

+0 ppm +3 ppm

for Ge detector normal range: ±15 keV

strict cut loose cut
RUN I –12 keV ∼ +12 keV –20 keV ∼ +20 keV

–4 ppm +4 ppm
RUN II –12 keV ∼ +12 keV –20 keV ∼ +20 keV

–0 ppm +4 ppm
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3.4.4 SRT Cut

The SRT cut conditions for Ge detector are varied and the deviations of the
decay rate are shown in the following table. The efficiency is also reeval-
uated according to the cut condition. The deviation of the decay rate is
considered to be the statistical fluctuation and the deviation of the response
function. The response function of the Monte Carlo, which is evaluated
with the normal cut condition, is not changed at this time. In practice, the
SRT cut correlates with the response function and the decay rate slightly
increases at loose cut for the underestimation of F factor.

for Ge detector normal boundary: 62.5 ns (250 counts)

strict cut loose cut
RUN I ∼ 57.5 ns (230 counts) ∼ 67.5 ns (270 counts)

–7 ppm +27 ppm
RUN II ∼ 57.5 ns (230 counts) ∼ 67.5 ns (270 counts)

–6 ppm +9 ppm

3.4.5 Data Sample

To check the quality of the data sample, data of each run are divided into
four samples. The decay rates of the four samples are shown in Fig. 3.31
for RUN I and Fig. 3.32 for RUN II. The decay rates of the four samples
are statistically fluctuated in the figure. Since the same Monte Carlo data
is used for the four samples, the systematic error of the detector efficiency
and the shape of the 3γ spectrum is completely correlated among the four
samples.

3.5 Systematic Errors

In this section, the systematic errors accompanying the measurement is dis-
cussed. They are put into several categories according to their origins.

3.5.1 TDC Module Related Errors

The KEK TDC used in the measurement is jointly developed by KEK and
our group. The KEK TDC is a direct clock counting type TDC and all
the systematic errors can be attributed to the external clock source. The
characteristics of the KEK TDC and the external clock source is explained
in Sec.2.3.4.

Integral non-linearity (deviation of the full range)

The external clock source is adjusted to 2 GHz within 1 ppm accuracy.
Therefore, the integral non-linearity is considered to be less than ±15 ppm
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Figure 3.31: Decay rates of the four samples for RUN I. The bar of the data
point represents the statistic error. The horizontal line shows the decay rate
of the run.
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Figure 3.32: Decay rates of the four samples for RUN II. The bar of the data
point represents the statistic error. The horizontal line shows the decay rate
of the run.
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corresponding to the bin width. The frequency of the clock is guaranteed to
be stable within 3 ppm in one year, and within 2.5 ppm in the temperature
−10 ◦C ∼ 50 ◦C.

Differential non-linearity (deviation of the bin width)

The intrinsic non-linearity is totally smeared in the time walk correction and
the rebinning operation. Therefore, the effect of the DNL is considered to
be negligible at the decay rate fitting.

3.5.2 Contamination of the Pile-up Events

For the YAP scintillator, the Base cut cannot be applied with ±4 σ bound-
ary. This is because the time dependence of the Base cut distorts the time
spectrum as mentioned in Sec. 3.1.4. Then, the upper boundary of the Base
cut is set to +140 σ.

The effect of the contamination (about 0.1 %) can be estimated as fol-
lows. The energies of these events are slightly increased. Then the effective
efficiency above 150 keV energy threshold is raised by 10 %. Consequently,
the contribution to the decay rate is found to be less than 10 ppm (see
Appendix B.3.2 for detailed discussion).

3.5.3 Subtraction of 3γ Energy Spectrum

The pick-off ratio λpick/λ3γ is calculated with the counting method. The
separation of the pick-off events and the 3γ events is crucial for the counting
method. The uncertainty of the separation comes from the statistics of the
3γ events and the shape of the 3γ spectrum. The shape of the 3γ spectrum
is related to the following factors.

• Monte Carlo simulation (all factors such as geometry, material, etc)

• 3γ SRT cut efficiency, which is evaluated with the data.

• resolution of Ge detector, which is measured with single γ-rays.

• response function, which is measured with 85Sr source.

These factors varies the 3γ spectrum in their own manner and the propaga-
tions to the decay rate are different from each other.

But, one can estimate the uncertainty of the subtraction by making use
of the following relation. Since the 3γ spectrum sharply falls off at 511 keV,
the deviation of the 3γ spectrum varies only the left side of the residual pick-
off peak. This relation is easily seen in Fig.3.33, where the normalization
of the 3γ spectrum is varied by ±1 %. Therefore, the asymmetry of the
pick-off peak can be used to validate the subtraction of the 3γ events.
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Figure 3.33: The pick-off spectrum with varied 3γ normalization. The upper
figure is the spectrum for RUN I and the lower figure is the spectrum for
RUN II. The figure shows the pick-off spectra when the normalization of the
3γ spectrum is varied by ±1 %. The left side of the peak is shifted according
to the variation of the normalization.
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The observed asymmetry of the pick-off peak is parameterized as,

ξasym =

(
E<511.0 keV∑
E=507.0 keV

N(E)

)
/

⎛
⎝E=515.0 keV∑

E>511.0 keV

N(E)

⎞
⎠ (3.15)

where N(E) represents the spectrum of the pick-off peak. Then, the ξasym

parameter of the ±1 % normalization is calculated as in Table 3.12, where
the ξasym parameter for the prompt events is also shown. These relations

Normalization −1.0% MC ±0.0% MC +1.0% MC Prompt
RUN I 1.016 1.001 0.987 0.998

±0.005 ±0.005 ±0.005
RUN II 1.025 0.984 0.937 0.997

±0.014 ±0.014 ±0.014

Table 3.12: Summary of the ξ-parameters

are also shown in Fig. 3.34. Since the prompt events mainly consist of
2γ, the ξasym parameter of the prompt events is a good indicator for the
proper subtraction of the 3γ events. In the figure, it is found that the
ξasym parameter at the ±0.0 % normalization is consistent with the ξasym

parameter of the prompt events within ±1 σ error. The ±1 σ error of
the ξasym parameter corresponds to ±0.33 % normalization for RUN I and
±0.34 % normalization for RUN II respectively. These values affect the
decay rate by ±89 ppm for RUN I and ±91 ppm for RUN II, which is
assigned as a systematic error.

3.5.4 Detection Efficiencies

Detection efficiency of Ge detector

The pick-off ratio λpick/λ3γ is calculated from the event counts with the
detection efficiency of Ge detector, which is introduced as F factor. The
uncertainty of F factor comes from the following factors.

• response function, which is measured with 85Sr source.

The response function of Ge detector is evaluated with 514 keV single
photon of 85Sr source. To estimate the uncertainty of the Monte Carlo
simulation, the following parameter is introduced,

Rpeak =
photoelectric peak

photoelectric peak + compton free region
(3.16)

=
Number of events(514 keV ± 4 keV)

Number of events(483 keV ∼ 518 keV)
(3.17)
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Figure 3.34: ξ-parameter with varied 3γ normalization. The upper figure
is the spectrum for RUN I and the lower figure is the spectrum for RUN
II. The boundaries of the ±1 σ error from the ξ-parameter of the ±0.0 %
normalization is shown as dotted lines. This error corresponds to ±0.33 %
normalization for RUN I and ±0.34 % normalization for RUN II. The ξ-
parameter of the prompt events is also shown as a solid line.
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This is because the counting efficiency of the pick-off events is re-
lated to the event number within ±4 keV from photoelectric peak and
sensitive to the tail of the photoelectric peak, whereas the counting
efficiency of 3γ events in the Compton free region is not sensitive to
the response function around the photoelectric peak.

The difference between the measured data and the Monte Carlo simu-
lation is summarized in Table 3.13. The maximum difference of 0.04%
is assigned as a systematic uncertainty of F factor.

Ge0 Ge1
RUN I 0.03±0.02 % 0.01±0.02 %
RUN II 0.04±0.02 % 0.01±0.02 %

Table 3.13: The difference between the measured data and the Monte Carlo
simulation

• Monte Carlo simulation (geometry, density, etc)

The response function of Ge detector is evaluated with 514 keV sin-
gle photon. Then, the deviation of geometry and material, if exist, is
incorporated into the response function. Therefore, remaining uncer-
tainty is related to the silica material, which is introduced at the start
of RUN. The density of the silica material is known at the start of
RUN. The variation of the density during the RUN is conservatively
estimated as 10 %. The 10 % variation of density leads to 0.12±0.12 %
deviation of F factor, which is assigned as a systematic error. For the
RUN I, the systematic error is not assigned since the silica aerogel is
in the solid state and the deviation of the density is negligibly small.

• SRT cut efficiency, which is evaluated with the data.

The precision of the 3γ SRT cut efficiency is statistically limited since
only the delayed time region can be used for the evaluation. The
uncertainty of the absolute value in the region 480 keV∼505 keV is
0.08 % for RUN I and 0.09 % for RUN II.

Above systematic errors and statistic error of Monte Carlo simulation
0.07 % are quadratically added. Then, the total error of F factor is estimated
as 0.11 % for RUN I and 0.27 % for RUN II. These errors of F factor affect
the decay rate by 33 ppm for RUN I and 28 ppm for RUN II, which is
assigned as a systematic error.

Detection efficiency of YAP scintillator

The detection efficiency of YAP scintillator is used for the decay rate fitting
in the form of the ratio εpick/ε3γ . The main factor of the uncertainty is the
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response function of the YAP scintillator. The response function of the YAP
scintillator is evaluated with 514 keV single photon of 85Sr source.

To estimate the uncertainty of the Monte Carlo simulation, the spectrum
of 514 keV γ-ray is parameterized as,

Rpeak =
photoelectric peak

photoelectric peak + compton region
(3.18)

=
Number of events(400 keV ∼ 700 keV)
Number of events(150 keV ∼ 700 keV)

(3.19)

The difference between the measured data and the Monte Carlo simulation
is summarized in Table 3.14. The mean value of the difference is 2.0 % for
RUN I and 1.3 % for RUN II, which is considered as a systematic uncertainty
of the efficiency ratio εpick/ε3γ . When the efficiency ratio εpick/ε3γ is varied
by that, the deviation of the decay rate is 64 ppm for RUN I and 19 ppm
for RUN II, which is assigned as a systematic error.

YAP0 YAP1 YAP2 YAP3
RUN I 1.1 % 3.4 % 1.5 % —
RUN II 1.1 % 1.2 % 2.2 % 0.7 %

Table 3.14: The difference between the measured data and the Monte Carlo
simulation

3.5.5 Other Sources of Systematic Errors

The Zeeman effect

In the presence of a magnetic field B, one of the o-Ps states is perturbed.
The decay rate of the state is estimated as [32],

λ′
o-Ps = λo-Ps

(
1 +

η2

4
λp-Ps

λo-Ps

)
(3.20)

where η = 4μB/h̄ω = B(gauss)/36287 � 1, μ is magnetic moment of the
electron, h̄ω is the hyperfine structure splitting between o-Ps and p-Ps. As
in Sec. 2.3.1, the absolute magnetic field is measured around the assembly.
The measured value B = 0.5 gauss contributes to the decay rate by +5 ppm,
which is assigned as a systematic error.

Three-photon annihilation of an electron-positron pair

The three-photon pick-off process can occur with a small relative ratio to
the two-photon process. The relative ratio σ3γ/σ2γ can be estimated from
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the decay rate ratio,

σ3γ/σ2γ =
λo−Ps × 3
λp−Ps × 1

∼ 1/378. (3.21)

where λo−Ps and λp−Ps are the decay rate of o-Ps and p-Ps respectively.
The factor 3 in numerator comes from the triplet states of o-Ps.

On the other hand, the pick-off events by the spin-flip effect (see Sec.2.1.1)
do not have the 3γ decay process. If the contribution of the spin-flip is ne-
glected, the 3γ pick-off events increase F factor by 0.3 % and fcompton factor
by 1 %. These changes decrease the decay rate by 91(33) ppm for RUN I(II).

The Stark effect

As mentioned in Appendix A, the electric field on the grain surface of the
SiO2 powder can decrease the decay rate. These contributions are estimated
with simple models in Appendix A. For RUN I, typically –3 ppm contribu-
tion is expected, while –4 ppm is expected for RUN II.

Excited state of Ps

The excited state (n=2) of Ps is observed in the experiment utilizing the slow
positron beam with a fraction of 10−3-10−4 [58, 59]. 2P state immediately
transits to 1S state (τp = 3.2 ns). However, 2S3 state, whose fraction is
3/16 of excited states, decays with a low decay rate of λ3γ/8.

But in this experiment, positrons are much energetic and deeply enter
into the bulk of the target material. Then, the positrons diffusing to the
surface are considered to be well thermalized. In this case, the positrons
cannot be emitted as the excited state Ps since its work function is positive
owing to the small binding energy of 1.7 keV.

In addition, the excited state Ps is likely to be deexcited at the first
collision on the SiO2 grain surface. Consequently, the excited state Ps cannot
affect the time spectrum in the delayed region.

3.5.6 Summary of the Systematic Errors

Above systematic effects are summarized in Table 3.15. The total systematic
error is calculated as a quadratic sum of them since they are considered to
be independent with each other.

3.6 Results of the Present Measurement

From the analysis in this chapter, the following o-Ps decay rates are obtained
for two runs,
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Source of the Contributions For RUN I (ppm) For RUN II (ppm)
TDC module related error

– Integral Non Linearity < ± 15 < ± 15
Contamination of pile-up events

– for Base cut < − 10 < − 10
Pick-off Correction

– 3γ subtraction ±89 ±91
– Ge detector efficiency ±33 ±28
– YAP scintillator efficiency ±64 ±19

Other Sources
– Zeeman effect −5 −5
– Three-photon annihilation −91 −33
– Stark effect +3 +4

Total −147 and +115 −104 and +98

Table 3.15: Summary of the systematic errors

for RUN I,

λo-Ps(RUN I) = 7.03876 ± 0.0009(stat.)+0.0008
−0.0010(sys.) μs−1 (3.22)

and for RUN II,

λo-Ps(RUN II) = 7.04136 ± 0.0009(stat.)+0.0007
−0.0007(sys.) μs−1 (3.23)

where the first error represents a statistic error, and the second one is for
systematic. The values are shown in Fig. 3.35. The O(α2)-corrected QED
prediction is also shown in the figure.

The discrepancy of the two runs is 1.6 σ. Then it can be said that the
two measurements with different types of silica material are consistent. In
the calculation, the systematic error of the pick-off correction is considered
to be not correlated between two runs.

The final result is obtained by combining these results of the two runs.
The weighted average value with respect to the error is,

λo-Ps = 7.0401 ± 0.0006(stat.)+0.0007
−0.0009(sys.) μs−1 (3.24)

The total error is about 150 ppm and 1.6 times more precise than that of
the previous measurement [37].
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Figure 3.35: The results of the two runs and the combined result. The
whole error bar shows the total error and the inside line represents the sta
tistic error. The O(α2)-corrected NRQED prediction of 7.039 979μs−1 is
also shown as the red vertical line.



Chapter 4

Discussion

In this chapter, the experimental meanings and the theoretical implications
of the obtained results are discussed.

4.1 Experimental Meanings

4.1.1 Solution of the Systematic Increase near the Prompt
Peak

The direct pick-off correction method adopted in this experiment guaran-
tees that all the pick-off contributions are completely corrected even when
the pick-off ratio cannot be estimated in advance, or the pick-off ratio is
time dependent. At this point, the direct correction method has the great
advantage over the previous extrapolation method.

But unfortunately, the previous two measurements by this method ob-
served the rapid rise of the decay rate near the prompt peak. The deviation
reached 500 ppm∼1000 ppm at 60 ns fitting start time. This systematic
error was not understood at that time and left room to doubt the obtained
decay rate.

However, the results of the present measurements show no indication of
this systematic rise. The change is attributed to the following improvements
of the measurement.

• In the present measurement, the timing characteristics of γ-ray detec-
tors are improved. For the measurement of the o-Ps time spectrum,
fast inorganic scintillator YAP is introduced. Consequently, one can
deny the posibility that the tail of the prompt events or the pile-up
events distort the time spectrum near the prompt peak. For the mea-
surement of the pick-off ratio, time walk correction and treatment of
the SRT component is thoroughly studied. Then, more conservative
approach is taken. Only the direct information such as measured rise-
time is used to correct the time walk and the validity of the time walk

100
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correction is evaluated with the measured data without silica target.

• In the present measurement, the validity of the electronics system
is thoroughly investigated. In the end, the systematic deviation of
the relative bin width is found in the KEK TDC. The cause of the
deviation is a logic unit module fluctuated by the veto release signal
just before T0. The veto release signal is produced by the trigger
system and the output of the logic unit is slightly correlated with
the trigger timing. Consequently, the detector hit signal suffers from
the fluctuation correlated with the trigger timing. Once the reason is
understood, the deviation can be corrected with the calibration data
by the random stop RUN.

In these improvements, the present measurement successfully confirms the
validity of the direct pick-off correction method. Then, the obtained decay
rate is considered to be reliable.

4.1.2 Validation of the Fitting Start Time

The pick-off ratio can be obtained in the time region after 60 ns. This is
because the prompt peak of the Ge detector extends up to 50 ns, which
is confirmed with the measured data without silica target. However, the
excellent time resolution of the YAP scintillator makes it possible that the
time spectrum before 60 ns is fitted with the analytic form of the pick-off
ratio, which is refered to as the thermalization function.

Fig. 4.1 shows the fitted decay rate with the fitting start time before
60 ns. It is found that the fitted decay rate is stable around 60 ns fitting
start time. However the fitted decay rate is rapidly deviated before 40 ns
for RUN I and 45 ns for RUN II. It can be understood as the following
systematic effects.

Statistic error of the thermalization function
Before 60 ns, the pick-off ratio is calculated with the extrapolation of
the thermalization function. As seen in Fig. 3.25 and Fig. 3.26, the
uncertainty of the thermalization function is rapidly increased.

Systematic error of the thermalization function
For the thermalization function, the simplest form is introduced in
Eq. 3.5. It is too simple to reproduce the thermalization process before
60 ns. Then, the systematic uncertainty is considered to be large in
the extrapolated region. In fact, the thermalization function rapidly
increases in the hatched region of the Fig. 4.1. Consequently, the decay
rate fitting fails.

Systematic errors proportional to the pick-off ratio
Some systematic errors such as the error of the detector efficiency
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are proportional to the pick-off ratio. Since the pick-off ratio rapidly
increases before 60 ns, the propagation of these errors is much larger
than the assigned value, which is evaluated at 60 ns fitting start time.

Suppression by the anti-trigger coincidence
A trigger may be suppressed by the anti-trigger hit of the accidental
event. The margin of the anti-trigger coincidence is set to 30 ns in the
measurement. Consequently, the time spectrum of the YAP scintilla-
tor before 30 ns is suppressed with the probability of the accidental
event.

Time walk correction of the plastic scintillator
The time walk correction of the plastic scintillator is carried out with
the Wide ADC value of the plastic scintillator. However the Wide
ADC value correlates with the accidental activity within the gate
width of 50 ns. Consequently, the small dip of the time spectrum
is expected just before 50 ns. The amount does not exceed the acci-
dental probability.

The prompt peak of the YAP scintillator
Practically, the prompt peak of the YAP scintillator is not normal
gaussian function. This is because the time constant of the e+ anni-
hilation in the plastic scintillator or the glass beaker is about 2 ns.
For the simplicity, all the prompt events are assumed to annihilate
with the time constant of 2 ns. It takes 20 ns for the prompt peak to
decrease to the level of accidental distribution. Then, it takes another
20 ns to totally disappear.

Thus, one can conclude that indeed the fitted decay rate is rapidly devi-
ated before 40 ns or 45 ns. the deviation is totally understood as the above
systematic effects. Then, one can safely set the fitting start time at 60 ns
where the above systematic effects are highly suppressed or do not exist.

4.1.3 Improvements of the Monte Carlo Simulation

The Monte Carlo simulation plays a crucial role in this experiment. In
the present measurement, the Geant4 based Monte Carlo simulation is in-
troduced. It can handle the simulation of the positron and the simulation
of the secondary particles. They are implemented in the previously used
Monte Carlo simulation. But after some studies, it is found that the simula-
tion does not reproduce the measured data and the discrepancy originates in
the detector specific nature such as the optical photon collection efficiency,
the charge collection efficiency and the slow rise-time component. Then, the
following measures are taken.
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Figure 4.1: The fitted decay rate with the fitting start time before 80 ns.
The upper figure shows the decay rate for RUN I. The lower figure shows
the decay rate for RUN II. The error bars show only the statistic error and
the inner lines represent the statistic error of the YAP time spectrum. In
the left hatched region, the thermalization function rapidly increases.
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• The response function is evaluated with the measured data and incor-
porated into the Monte Carlo simulation.

• The slow rise-time component of the Ge detector is cut with the mea-
sured rise-time information in the offline analysis. Then, the cut effi-
ciency is evaluated with the run data and applied to the Monte Carlo
simulation data. In fact, this strategy is employed in the previous
measurement.

The obtained Monte Carlo simulation more realistically estimates the
detection efficiency and the shape of the 3γ spectrum. It can suppress the
uncertainty of the pick-off correction and the energy window dependence.
In fact, the previously observed energy window dependence is disappeared
in the present measurement.

4.1.4 Dependence on the Two Types of Silica Material

In the previous measurements, the two types of silica powder was used for a
systematic test of the method. One is the hydrophilic silica powder and low
density, another is the hydrophobic silica powder and higher density. The
results of the two measurements are consistent with each other.

In the present measurements, the two types of silica material are used.
One is the silica aerogel and solid state, another is the silica powder. They
have the almost same density. However, the pick-off ratios are different with
each other by a factor of 3 as clearly seen in Fig. 4.2. The reason of this
difference is not fully understood. But it can be said that the pick-off ratio is
dependent on not only density but also internal structure, such as the grain
size, the aggregate structure, the surface, etc. The measured decay rate is
consistent with each other. Then, one can conclude that the direct pick-
off correction method is a robust technique for the various materials whose
internal structure is not fully known, whereas the extrapolation method
which assumes the linearity to the density is not safe in this situation.

4.2 Theoretical Implications

As seen in Fig.4.3, the present measurement agrees with the recent three
measurements from 1995. They include the two measurements of our group
by the direct pick-off correction method and the one measurement of Michi-
gan group by the improved extrapolation method. Then it can be said that
the experimental values by the different method does not conflict with each
other in about 200 ppm level.

The present measurement disagrees with the old measurements before
1990. The reason of the discrepancy is the one mentioned in Sec. 2.1.2. The
orthopositronium lifetime puzzle is already solved.
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Figure 4.2: The measured pick-off ratios with two types of silica material.
The pick-off ratio of silica aerogel is 3 times larger than that of silica powder.
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The result of the present measurement is in good agreement with the
O(α2)-corrected QED prediction as in the figure. In addition, the preci-
sion of the present measurement, about 150 ppm, enables us to discuss the
non-logarithmic α2 correction on the o-Ps decay rate. As in Fig. 4.4, the
result of the present measurement differs from the O(α2)-corrected QED
prediction by 0.1 σ while differs from the QED prediction without O(α2)
correction by 1.7 σ. When the recent four measurements after the solution
of the orthopositronium lifetime puzzle are combined, the world average of
the decay rate is obtained as,

λo-Ps = 7.0401 ± 0.0007(total) (4.1)

where the errors of the four measurements are considered to be not correlated
with each other. The world average of the decay rate is in good agreement
with the O(α2)-corrected QED prediction and the discrepancy to the QED
prediction without O(α2) correction is 2.6 σ. Then, it can be said that the
world average favors the O(α2)-corrected QED prediction rather than that
of O(α) correction.

In fact, the absolute value of the O(α2) correction is not proved with the
accuracy of the present measurement. Though the theoretical group which
have performed the complete calculation of the O(α2) term states a ppm
level uncertainty, the calculation has not been verified by other authors.
Then, the more accurate measurements of the o-Ps decay rate are expected.
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Figure 4.3: The history of the o-Ps decay rate measurements including the
present measurement. The each error bar shows the total error of the mea-
surement and the inside line represents the statistic error. The red vertical
line shows the O(α2)-corrected NRQED prediction of 7.039 979μs−1.



4.2 Discussion 108

)-1 secμDecay rate (
7.037 7.038 7.039 7.04 7.041 7.042 7.043

Phys.Lett. B357,475 (1995)

Phys.Rev.Lett. 90, 203402 (2002)

Phys.Lett. B572,117 (2003)

Present Measurement

)2αwithout O( QED prediction
) correction2αwith O(correction
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tion without O(α2) correction, that is 7.038 226μs−1.



Chapter 5

Conclusions

To test the bound state QED, especially the O(α2) correction term, the
orthopositronium decay rate is newly measured. The features of the present
measurement are as follows.

• The setup is newly constructed on the base of the fast inorganic scin-
tillator YAP.

• The positronium formation assembly and the trigger system are totally
refined.

• The Monte Carlo simulation is made on the base of the Geant4 pack-
age. The detector specific nature is also reproduced by incorporating
the response function.

In the present measurement, the two runs are performed with the differ-
ent types of silica target. The following results are obtained.

• The systematic increase near the prompt peak is understood and
solved.

• Other systematic errors such as the energy window dependence and
the uncertainty of the detection efficiency are highly suppressed.

• The results of the two runs are consistent with each other, even though
they have the totally different pick-off ratios.

• The combined result achieves the total error of about 150 ppm and
agrees with the O(α2)-corrected QED prediction.

In addition, the world average of the decay rate is in good agreement
with the O(α2)-corrected QED prediction and the discrepancy to the QED
prediction without O(α2) correction is 2.6 σ. Then, one can conclude that
the world average of the decay rate favors the O(α2)-corrected QED predic-
tion rather than that of O(α) correction.
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Appendix A

Stark Shift

In this appendix, Stark shift of the decay rate is discussed. Most of the
calculations are quoted from the reference [38].

A.0.1 Stark Effects on o-Ps Decay Rate

The decay rate of o-Ps is proportional to the Ps wave-function at the origin,
which is a flux factor of 3γ decay.

λ3γ ∝ |φ(r = 0)|2. (A.1)

If a uniform electric field E is applied to the Ps, the wave function of the
Ps, ψ, is perturbed to be,

ψ = ψ0 + Eψ1 + E2ψ2 + · · · , (A.2)

where ψ0 is the unperturbed ground state wave function, and ψ1, ψ2, · · ·
stand for the higher order perturbed terms. Simple calculation by the per-
turbation method shows the relative shift of the decay rate as a function of
E [60],


λ3γ

λ3γ
= E2 |ψ1|2

|ψ0|2 (A.3)

= 248 · (E/E0)2, (A.4)

where E0 = m2
ee

5/h̄4 ≈ 5.14 × 109 V/cm, and E is the electric field sensed
by the Ps during its lifetime.

A.0.2 Contribution of Charge on Primary Grains

The charges on the silica materials are measured with a static electricity
sensor [61]. The measured values are 3(1)×10−9 [C/g] for silica aerogel and
less than 1 × 10−9 [C/g] for silica powder.
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Provided that the primary grains and the electric charges are uniformly
distributed, the volume L3 which one electron occupy on average is estimated
as,

L3 =
1.6 × 10−19[C]

3 × 10−9[C/g] · 0.03[g/cc]
∼ 1.8 × 10−9[cc] (A.5)

If the distance between the Ps and the electron is x, the square of the electric
field sensed by the Ps would be,

|E|2 =
(

e

4πε0x2

)2

=
ẽ2

x4

[
ẽ = 1.4 × 10−9 [V · m ]

]
. (A.6)

Since the Ps is freely moving across the whole area between the grains, the
average field sensed by the Ps should be estimated by averaging over the
whole volume as,

|E|2 =
∫

dV |E|2/L3

= 4π

∫ L

ε
dxx2 ẽ2

x4
/L3

� 4πẽ2

εL3
, (A.7)

where ε is a minimum distance between the Ps and electron. Bohr radius of
the Ps rPs = 1.1×10−10 [ m ] (twice the Bohr radius of atomic hydrogen) is
a good approximation for ε, since the Ps in the free space keeps away from
the grain surface with a potential as [62],

V (x) = V0e
−x/rPs (A.8)

where V0 is the work function of Ps (of order 1eV).
Thus, an average of the squared electric field would be, |E|2 = 1.3 ×

108 [ V 2/m2 ]. From Eq. (A.4), this could contribute to the decay rate only
by 1.2 × 10−7 ppm level. Clearly we can neglect this term.

A.0.3 Contribution of Dipole Moment on the Surface of Grains

SiO2 powders have mainly two types of functional groups, silanol groups
(−Si (OH)) and siloxan groups (−Si (O) Si−). The hydrophilia of the pow-
der is attributed to these silanol groups. In order to obtain the hydrophobe
characteristics, these groups are substituted with other functional groups
such as, the tri-methyl-silyl groups, the dimethyl-silyl groups, etc.

The typical density of the silanol groups on the grain surface are investi-
gated, 2.5 /nm2 for hydrophilic silica and 0.44 /nm2 for hydrophobic silica.
Figure A.1 shows the schematic diagram of one SiO2 grain. The silanol



A.0 Stark Shift 112

OH

O

Si

Si

Si

Si

O

O

O

O

O

Si

Si

Si

Si

O

O

O

O

O

O

O

O

O

O

O

O

Si

Si

Si

Si

O

O

O

O

Si

Si
O

O

O
Si

Si

Si
O

O

O
Si

O

OH
SiOSi

O O O

OSi
O O

Si

O

Si

O

Si
O

Si
O Si

O

R

Si

O

Si

Si

Si

O

O

O

OH

OH

R

R

R
R

R

R

R R=Si (CH3)3

Figure A.1: Schematic diagram of SiO2 grain. Part of the surface functional
groups are substituted, while there are still silanol groups left.

groups are existing on the surface of the grain. A typical size of dipole
moment for the groups −(OH) is 1.7 × 10−18[esu · cm] [63].

For the sake of the simplicity, it is assumed that the dipole moment �p is
directed outward on the surface of the grain as illustrated in Fig. A.2. Then,
the electric field at the point O outside the grain is expressed as,

�E =
1

4πε0
· 3 (�n · �p) · �n − �p

R3
0

(A.9)

The squared electric field would be,

|E|2 =
p2

R6
0

(
3 cos2 α + 1

)
= · · ·
=

p2

R8
0

(
R2

0 + 3 (r − R cos θ)2
)

(A.10)

Defining the area density of the silanol-group as σ and integrating over the
surface of one grain, the squared electric field at the position O would be,

|E|2o = 2πσr2
∫ π

0
sin θdθ|E|2

= 2πσr2p2
∫ 1

−1
dx

(
1

R6
0

+ 3
(r + Rx)2

R8
0

)

(substituted x as x = − cos θ). (A.11)
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Figure A.2: A definition of the variables used for calculation in the context.
�n is a unit vector directing from dipole moment �p to the observing point O.

In the end, the following equation is obtained.

|E|2o = πσp2 r

R

(
3
2

(
1

(R − r)4
− 1

(R + r)4

)
− 1

2r

(
1

(R − r)3
− 1

(R + r)3

)

+
1

4Rr

(
1

(R − r)2
− 1

(R + r)2

))
(A.12)

As in the previous section, the Ps is assumed to be freely moving across
the grains. However in this case, the Ps continues to collide with the grains.
Then, average distance is calculated as a mean free path between the grains,
L, which has been already obtained as in Table 2.1. Thus the integration
is carried out in one dimension from the nearest distance to the powder ε
(again the Bohr radius of Ps is used as ε), to the mean distance between the
grains L.

Integrating Eq. (A.12) by variable R (r + ε ≤ R ≤ L), Almost all con-
tribution comes from the first term of Eq. (A.12) as R approaches to r + ε.
Thus, the average squared electric field would be,

|E|2o =
∫ L

r+ε
dR|E|2o / L

=
3πσp2r

2L

∫ L

r+ε
dx

1
x(x − r)4

� 3πσp2r

2L
· 1
r

[
1

−3(x − r)3

]L

r+ε

� πσp2

2Lε3
. (A.13)

For the silica aerogel (SP-7), the average squared electric field |E|2o =
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2.2 × 1016 [V 2/m2] is obtained. From the Eq. (A.4), one can estimate the
contribution of Stark shift to be 2.6 ppm of the decay rate.

For the silica powder (R972CF), the average squared electric field |E|2o =
2.2 × 1016 [V 2/m2] is obtained. Then, one can estimate the contribution of
Stark shift to be 3.7 ppm of the decay rate.



Appendix B

Expected Time Spectrum

The expected time spectrum is discussed in the following sections. The
situation is rather complicated when the conditions of the trigger and the
effects of the several cuts are taken into account.

B.1 Probability of Accidental Events

First of all, the probability of accidental events around a trigger is discussed
in this section. The trigger scheme of this experiment is

• The first hit of the trigger plastic scintillator from the main latch reset
is a trigger candidate.

• Only when the event does not hit the anti-trigger, the trigger is ac-
cepted.

• The second trigger signal is blocked by the main latch system, even if
the above trigger condition is met.

The accidental events which hit the anti-trigger are uniformly distributed
around the trigger. This is because the accidental event with anti-trigger
hit does not make a trigger and does not correlate with the trigger signal
just like environmental background events. But, considering the effect of the
anti-trigger, the accidental event with anti-trigger hit cannot exist within the
width of anti-trigger veto from a trigger. The width of anti-trigger veto is
150 ns and its margin from the trigger signal is 30 ns. Then, the probability
of the accidental event with anti-trigger hit is

Pwith(t) =

⎧⎪⎨
⎪⎩

0 when − 120 ns< t < 30 ns

Cwith when t < −120 ns, 30 ns< t
(B.1)

where Cwith is a constant value determined by the event rate accompanying
anti-trigger hit.
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On the other hand, the accidental event which does not hit the anti-
trigger is a candidate of trigger and correlates with the trigger signal. Indeed
the probability after the trigger is uniform like the events with anti-trigger
hit, the probability before the trigger must be small due to the first hit
condition. The accidental events without anti-trigger hit are allowed only
when the events occur before the main latch reset. The main latch reset
occurs before the trigger signal with the following probability.

Preset(t) = Creset exp(Rtrig · t) (B.2)

where the exponential function comes from the first hit condition and Rtrig

is the trigger rate. An accidental event without anti-trigger hit at t = t′

is allowed only when the main latch reset comes in the time region from t′

to 0. Thus, the probability of accidental events without anti-trigger hit is
expressed as,

Pwithout(t′) =

⎧⎪⎪⎨
⎪⎪⎩

Cwithout

∫ 0

t′
Preset(t)dt ∼ −C ′

withoutRtrig · t′ when t′ < 0

C ′
without when t′ > 0

(B.3)
The probability Pwith(t) and Pwithout(t) is also shown in Fig. B.1. In the

figure, the probability Pwithout(t) remains at 0 in the time region from -50 ns
to 0 ns. This is because the trigger logic signal has the width of 50 ns and
the succeeding signal within 50 ns does not produce a trigger edge in the
discriminator.
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Figure B.1: Probability of accidental events around the trigger signal. The
accidental events with and without anti-trigger hit have the different prob-
ability.
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In the above discussion, the trigger efficiency of β+ decay events is con-
sidered as 100 %. Practically, less than 10 % of them are not triggered and
forms the flat distribution over the trigger.

Another factor comes in the offline analysis. The Base cut of the trigger
plastic scintillator suppress the accidental events just before the incident
trigger. But, the accidental events before the trigger are already suppressed
as seen in the figure.

B.2 Expected Time Spectrum

In this section, the expected time spectrum of γ-ray detectors are discussed.
Firstly, the γ-rays hit the detectors in this experiment are classified into
following three groups according to their time distribution, which is shown
in Fig. B.2.

A. The γ-rays of Ps which correlate with the trigger. These events consist
of the 2γ events at T0 and the 3γ events which decay exponentially
from T0.

B. The 1077 keV nuclei-γ, the positron and their secondary particles such
as electrons and bremsstrahlung-γ’s which correlate with the trigger.
These events are concentrated at T0.

C. The accidental events which do not correlate with the trigger. These
events consist of the positron source related events and the environ-
mental backgrounds. The former is discussed in the previous section
and the latter is rather small and completely flat distribution.

��� ��� ���

�� �� ��

Figure B.2: Time distribution of the the γ-rays. The γ-rays which hit the
detectors in this experiment are classified into three groups. A. Ps events,
B. source related events, C. accidental events.

The group A and B are restricted to at most one event for a trigger,
whereas the group C can occur many times for a trigger. The probabilities
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of these group are denoted by PA, PB and PC. PC is much smaller than PA

and PB.
Then, all the cases of event are expressed as

(A + A)(B + B)(C + C)∞ (B.4)

where A, B and C denote that the detector does not detect A, B and C
respectively. The term which includes A, B or C decrease its probability
by a factor of PA=1–PA, PB=1–PB, PC=1–PC ∼ 1. Thus, the above form
leads to

PBA(C + C)∞ + PAB(C + C)∞ + PAPBC(C + C)∞ + AB (B.5)

The multiplied terms such as AB express the pile-up events and have their
own time distribution.

B.2.1 Pile-up by the Accidental Events ∼ X(C + C)∞

The first three terms of the form X(C+C)∞ denote the time distribution of
X under the accidental backgrounds. If two signals overlap with each other,
the pile-up cuts reject the event in the offline analysis. Then, the proba-
bility of X without the accidental event, denoted by XCn, is a dominant
contribution on the observed spectrum. The probability of X(C + C)∞ is
already known such as a exponential function for X = A. The probability
of XCn is considered to be a modification of the intrinsic probability. This
is expressed as

XC∞ = X(C + C)∞ × S(t) (B.6)

where the function S(t) is a suppresion factor depending on the detection
time of X.

The accidental events spoil the event in the following two situations.

• The accidental events hit the detector around the timing of X hit. The
overlapped events are suppressed by the Base cut and the Narrow-
Wide cut in the offline analysis. These range are denoted by tb and
tnw respectively

• The accidental events hit the detector before the X hit. The detector
system accepts only the first hit from the latch reset.

Therefore, the time region in which the accidental hit spoils the X event
at t is

0 ∼ t + tnw when t > tb (B.7)
t − tb ∼ t + tnw when t < tb (B.8)

which is also shown in Fig. B.3. Practically, the boundary between these
two cases is shifted by the margin of latch reset from T0, which is 50 ns in
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Figure B.3: The suppression region in which accidental events spoil the
event. The events with accidental hits are suppressed by the pile-up cuts.
The events are also suppressed through the first hit condition.

this experiment. When the above time region is denoted by tstart ∼ tend,
the suppression factor is calculated with

S(t) = 1 −
∫ tend

tstart
(Cn terms) ∼ 1 −

∫ tend

tstart
C (B.9)

The probability of the accidental C is complicated around the trigger signal.
But, if the probability is a flat distribution, the suppresion factor leads to

S(t) = e−(tend−tstart) (B.10)

Then, the time spectrum of X is obtained as

XC∞ = PX(t) × S(t) (B.11)

To be precise, the energy distribution and the solid angle must vary among
the accidental events, such as the events with anti-trigger hit, the events
without anti-trigger hit and the environmental backgrounds. But, the effect
is considered to be small.

The another term XC is usually rejected as a overlapped event. But, this
term may remain in the following two cases. The effect of the contaminations
which pass through the pile-up cuts are discussed later.

• If the detector has fast timing nature like YAP scintillator, the data
taking of the accidental event may be completed before the hit of X.
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The probability is expressed as

XC = PC(t) ×
∫ ∞

t+tnw

PX(t′)dt′ (B.12)

where t is the timing of the accidental hit and the measured energy is
the one of the accidental event.

• when the amplitude of the signal X is less than the threshold value,
the accidental hit after the X is accepted as a accidental events. The
time spectrum is not just the accidental’s flat distribution and affected
by the time distribution of X through the Base cut. The probability
is expressed as,

XC = PC(t) ×
∫ t−tb

−∞
dt′

∫ Ethr

0
dE PX(t′, E) (B.13)

Therefore, a part of the accidental’s flat distribution is considered to
be suppressed near the prompt peak.

B.2.2 Pile-up Events with the Prompt Signal ∼ AB

The pile-up events with the prompt signal is not a problem since the events
are triggered at T0 and do not affect the time spectrum in the delayed region.
But, the special care must be taken if the amplitude of the prompt signal
is less than the threshold level. In this case, the time spectrum of A is
suppressed near the prompt by the Base cut, just as the case of XC. Then,
the probability is expressed as,

AB =

⎧⎪⎪⎨
⎪⎪⎩

0 when 0 ns< t < tb

PA(t)
∫ Ethr

0
PB(E)dE when t > tb

(B.14)

The probability is usually larger than the one in the XC case, where the
probability of the accidental is so small from the beginning. If the boundary
of the Base cut is set above the energy threshold Ethr, the distortion of the
time spectrum is avoided. But in this case, the measured energy is deviated
by the prompt signal.

B.2.3 Contamination of Pile-up Events

The overlapped event is assumed to be eliminated by the pile-up cut in
the above discussion. But practically, the pile-up cuts have dependency on
the energy of the accidental γ-ray. In addition, the completely overlapped
events are not rejected by the pile-up cuts. Thus, the effect of the pile-up
cuts is restricted as shown in Fig. B.5. The allowed region can be divided
into three typical regions.
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1. The overlapped signal is so small that the Narrow-Wide cut cannot
reject the event. The energy of the incident γ-ray is deviated by the
cut margin at most, which is 15 keV for Ge and 30 keV for YAP.

2. The two signals are completely overlapped and the Narrow-Wide cut
cannot distinguish these signals. The energy is largely deviated by the
overlapped γ-ray.

3. The preceding signal is so small that the Base cut cannot reject the
event. Especially near the prompt peak, the energy deviation and the
cut efficiency must be closely looked at.

The probability of the contamination is obtained as a integral over the al-
lowed region. When X and C are overlapped. there are two cases according
to the leading signal.

XC = PX(t) ×
∫ ∞

0
d(ΔE)

∫ tnw

−tb

d(Δt) PC(t + Δt)Cont(Δt, ΔE) (B.15)

CX = PC(t) ×
∫ ∞

0
d(ΔE)

∫ tnw

−tb

d(Δt) PX(t + Δt)Cont(Δt, ΔE) (B.16)

where the detection time is the timing of the leading signal X and C respec-
tively. The measured energy is a sum of the leading signal’s energy E and
a part of the pile-up signal’s energy ΔE.

B.3 Time Spectrums of γ-ray Detectors

B.3.1 The Case of Ge Detector

suppression factor S(t)

Since tb is a scale of the detector signal, the value reaches several μs in the
case of Ge detector. On the other hand, tnw is determined by the width
of Wide gate, which is 40 μs for Ge detector. Thus, the probability of the
accidental events around the trigger does not affect the time dependency
of the suppression factor. Only the difference of the probability before and
after the trigger, which is the probability of the accidental events without
anti-trigger hit, determines the time dependence. Thus, the suppression
factor S(t) for Ge detector is expressed as

S(t) ∝
⎧⎪⎨
⎪⎩

exp(Rwithout · t) when t < several μs

exp((Rwith + Rwithout) · t) when t > several μs
(B.17)

where Rwith and Rwithout are the detector hit rate of the event with and
without anti-trigger hit. They are approximately half of the total hit rate.
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Figure B.4: Suppression region of the pile-up cuts. The upper figure shows
the suppresion region when the pile-up cuts are assumed to be perfect. ΔE
and Δt are the energy of the accidental signal and the time interval from the
incident signal. The lower figure shows the suppresion region in considering
the energy dependence of the pile-up cuts. In this case, some regions are
allowed.
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Figure B.5: Suppresion factor S(t) for Ge detector. The events in the later
region are suppressed through the first hit condition.

other factors

The time dependent deviation of the intrinsic time spectrum is not a problem
for Ge detector, since only the ratio of 2γ and 3γ is important in the analysis.
But, the time dependence of the accidental distribution is sensitive through
the subtraction of the accidental spectrum. The energy of the accidental
event near the prompt is varied by the prompt hit with the probability
of about 0.2 %. These tails, which extend to 50 keV threshold energy, is
eliminated by the pile-up cut in the later accidental region. Most of the
difference is in the region above the counting window 507 keV - 515 keV and
does not contribute to the decay rate.

The slow rise-time component of Ge detector plays some role when the
accidental events pile up on the event. The event may be not rejected by the
SRT cut since the accidental signal provides the fast rise-time of the event.
Thus, the number of accidental events is increased by about 1 % near the
prompt peak. However, the energies of these events are not localized around
the 511 keV peak and widely spreaded over 1 MeV range. Therefore, the
effect is considered to be small in the analysis.

The energy deviation by the pile-up of small signals (region 1.) is not
time dependent. But, the deviation of the energy spectrum is a problem in
calculating the 2γ and 3γ efficiencies. Therefore, the deviation is measured
with the events around the 511 keV peak and incorporated into the response
function of the Monte Carlo simulation.
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B.3.2 The Case of YAP Scintillator

suppression factor S(t)

The suppresion factor for YAP scintillator is rather complicated by the fast
timing characteristics. For YAP scintillator, tb is about 200 ns and tnw is
500 ns. Then, the kink of the suppression factor comes in the delayed region
around 100 ns as

S(t) ∝
⎧⎪⎨
⎪⎩

exp(Rwithout · t) when t < about 100 ns

exp((Rwith + Rwithout) · t) when t > about 100 ns
(B.18)

Practically, the kink is smeared by the energy dependence of tb and the
sensitivity of the point is less than 10 ppm.
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Figure B.6: Suppresion factor S(t) for YAP scintillator. The events in the
later region are suppressed by the first hit condition.

other factors

The YAP scintillators have fast timing characteristics. Then, the accidental
events near the prompt remain if A hits the detector after 500 ns or later
(special case of XC). Otherwise, the events are rejected by the pile-up cuts.
The probability that A hit the detector after 500 ns is less than 0.1 %. The
0.1 % excess of the accidental events near the prompt does not contribute
to the decay rate.
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The activities of the prompt events affect the time spectrum near the
prompt peak through the Base cut. About 1 % of the accidental events
have the prompt hit under the energy threshold. Even for the delayed o-Ps
events, the prompt hits under the threshold exist with the probability of
about 0.1 %. Most of the contribution is bremsstrahlung of the positron
and the contribution of 1077 keV nuclei-γ is small due to its tiny emmision
ratio of 1 %.

To avoid the distortion of the time spectrum, the Base cut condition is
set to 140 σ, which correspond to the threshold value. Instead of that, the
energies of these events are getting larger near the prompt by the energy
of the prompt hit. The effect of this energy deviation is roughly estimated
as follows. The energy deviation is less than the energy threshold of about
70 keV and the mean value is considered to be around 30 keV. If the energy
is increased by 30 keV, the efficiency above the energy boundary 150 keV is
increased by about 10 %. Then, the efficiency is considered to shift expo-
nentially with the time constant of about 30 ns, which is the signal shape of
YAP scintillator. The Wide gate will cover the whole signal of the prompt
hit at t = 30 ns, which is the margin of Wide gate. Finally, It is found that
the increase of the events near the prompt contributes to the decay rate by
+6 ppm.

The contamination of the completely overlapped event (region 2.) is not
so much due to the narrow ADC gates. The probability is less than 10−4

of the o-Ps delayed events and about 1 % of the accidental events near the
prompt. In addition, the time dependence is considered to be corresponding
to the decay rate. Then, these effects do not contribute to the decay rate.
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