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R=33 mm - 10 M channels - 50x250 μm2 

After some difficulties in 2015, IBL has been 
performing very well

Insertable B-Layer - installed in 2014
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Direct searches for Physics Beyond  
the Standard Model at the highest energies 

Exploration of the Higgs sector 
Precision measurements of the Higgs boson properties 

Higgs boson couplings 
Self coupling 
New Higgs bosons ? 

Precision measurements

THE MISSION of the LHC
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σHH ~40 fb

?

LHC Explore the TeV energy range

SMALL CROSS SECTION 
HIGH LUMINOSITY
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MOTIVATION for HL-LHC upgrade

�4

Higher trigger rates with longer latencies 
require revision of readout electronics 
architecture 

Evolving towards free-running scheme 
where all data are streamed off detector. 

This allows for further upgrade for trigger 
with new off-detector electronics.

Keep detector performance for 
physics at least as good as in 
run 1 and run 2

Keep acceptable trigger rate 
with low-pT thresholds and 
suppress pile-up up to high |η|

B e n e fi t f r o m h i g h 
performance components 
such as larger and faster 
FPGAs, higher bandwidth 
transmission links, backplane, 
n e t w o r k a n d s t o r a g e 
t e c h n o l o g i e s , a d v a n c e 
computing.

H L - L H C o f f e r s l a r g e 
luminosity needed to cover 
w ide range o f phys ics 
measurements and searches 
at the cost of significant 
cha l lenges to detector 
systems from increased rates 
and occupancies.

Exiting front-end electronics not 
qualified for operation at HL-LHC 
integrated luminosity of 3000 
events/fb and needs to be replaced 
due to radiation exposure.

System will be in operation 
for more than 20 years in 
h a r s h r a d i a t i o n 
environnement. Mitigation 
s t r a t e g i e s n e e d e d f o r 
inaccessible/irreplaceable 
detector components, e.g. 
adding new sensitive layers 
t o m a i n t a i n r e q u i r e d 
performance

1 MeV neutron equivalent 
fluences 1.5 1016 cm2 
Absorbed radiation dose: 
11.4 MGy

Machine upgrade

Radiation

Ageing

Technologies

Computing

Physics

Necessity to  
upgrade
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Innovative technologies 
Superconducting magnets 
materials  
niobium-titanium (NbTi) up to 
9-10 Tesla ➝ n iobium-t in 
(Nb3Sn) reaching 12-13 Tesla ➝ 
double magnet aperture of 
dipoles and quadrupoles 

Crab cavities  
ro ta t i on o f the beam by 
providing a transverse deflection 
of the bunches ➝ to increase 
luminosity at collision points and 
to reduce beam-beam parasitic 
effects 

New magnesium-diboride-based 
(MbB2) superconding cables 
from 20 to 100 kA ➝ move 
power converters from the LHC 
tunnel to new service gallery 

>1.2 km (~5%) of current ring to 
b e r e p l a c e d w i t h n e w 
components 

The High Luminosity LHC
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Increased pile-up 
from 20 (LHC nominal) via 60 (LHC today)  
to 140 (HL-LHC baseline) or even 200 (HL-LHC ultimate) with L=7.1034Hz/cm2 

Triggering on low-pT objects for precision physics 
Low occupancy detectors, highly segmented

From LHC to HL-LHC
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ATLAS Phase-II Upgrade
Trigger and Data Acquisition

Technical Design Report
Draft 1.0, 15th December 2017 16:52

Table 1.1: Comparison of the nominal LHC parameters with those of three possible HL-LHC schemes.
The levelled luminosity is assumed for µ ' 140. The levelling time assumes no emittance growth.

Parameter Nominal LHC Nominal HL-LHC 25ns
[Design Report] [standard] [BCMS] [8b4e]

Beam energy in collision [ TeV] 7 7 7 7
Number of protons per bunch [⇥10

11] 1.15 2.2 2.2 2.3
nb 2808 2748 2604 1968
Number of collisions in IP1 and IP5 2808 2736 2592 1960
Beam current [A] 0.58 1.09 1.03 0.82
crossing angle [µrad] 285 590 590 554
beam separation [�] 9.4 12.5 12.5 12.5
�⇤ [m] 0.55 0.15 0.15 0.15
✏n [µm] 3.75 2.50 2.50 2.2
✏L [eVs] 2.5 2.5 2.5 2.5
Levelled luminosity [⇥10

34
cm

�2
s
�1] - 5.32 5.02 5.03

Events / crossing 27 140 140 140
Levelling time [hours] - 8.3 7.6 9.5

Table 1.2: Comparison between the planned HL-LHC nominal and ultimate luminosity parameters.

Linst

R
L per year

Configuration [1034cm�2
s
�1] hµi [fb�1]

Baseline 5 140 250
Ultimate 7.5 200 >300

cope with pile-up up to hµi ' 200 2, the ultimate HL-LHC scenario shown in Fig. 1.2b could495

be realised. Table 1.2 presents a comparison between the two configurations. After the Long496

Shutdown 4 (2030) the instantaneous levelled luminosity could reach L = 7.5 ⇥ 10
34
cm

�2
s
�1,

resulting to more than 300 fb�1 per year and up to 4000 fb�1 at the end of the HL-LHC lifetime.497

1.2 Physics Drivers for the HL-LHC Upgrades498

The Phase-II TDAQ upgrade must support the broad ATLAS physics programme for the HL-499

LHC; this programme has been presented and discussed in detail in several documents, here500

listed in chronological order: (i) the Phase-II Upgrade Letter of Intent [1.4], dating from 2012, (ii)501

the two reports submitted to the European Committee for Future Accelerators (ECFA) [1.5][1.6],502

published in 2013 and 2014 respectively, and (iii) the Scoping Document [1.1] released in late503

2015. Table 1.3 presents the wide spectrum of physics goals and a representation of analy-504

ses that will be carried out by ATLAS to exploit the full potential of the HL-LHC. Also given505

are the corresponding trigger signatures. These goals include unveiling the paradigm of elec-506

troweak symmetry breaking through precision measurements of the properties of the Higgs bo-507

son, improved measurements of all relevant Standard Model parameters including the study of508

rare Standard Model processes, searches for Beyond the Standard Model (BSM) signatures and509

flavour physics. The trigger has to address also specific challenges of the heavy-ion physics510

2A benchmark scenario with a hµi of approximately 200 is obtained by assuming nb = 2808 and a peak instan-
taneous luminosity of L = 7.5⇥ 1034 cm�2s�1. For more details, see the HL-LHC Technical Design Report [1.2].

8 1 An Introduction to the TDAQ Phase-II Programme

Upgrade of several components of  
the LHC and injector 

New super-conducting triplet: lower β* 

Injector upgrade 

Increased beam charge 

Luminosity levelling 

High availability 

Aim at 3000 events/fb (4000 events/fb)

maximizing luminosity 
luminosity for round beams: 
 

maximize 
total beam  

current 

maximize  
brightness 

(injectors &  
beam-beam limit) 

maximize energy 
& minimize β* 

compensate reduction 
factor R 

 
crossing angle 

 hourglass effect 
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ATLAS was designed to handle a 
level of pile-up with <μ>=20. 

In 2017, the level of pile-up 
largely exceeded the design value 

<μ>=37.8 events/BC 
μmax~70 events/BC 

ATLAS has developed an efficient 
strategy to mitigate the impact of 
pile-up in event reconstruction 
and physics analysis. 

Essential expertise towards 
detector design for HL-LHC. 

The PILE-UP CHALLENGE
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Electron reconstruction 
pT dependence tracked by Monte Carlo 
Lower efficiency in data w.r.t MC 

known mis-modelling, differences in 
shower shapes

The PILE-UP CHALLENGE: PERFORMANCE at HIGH PILE-UP
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Flavour tagging 
Mean number of b-tagged jets on 
opposite-sign eμ events not affected 
by pileup

Run 2 
<μ>~35
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1 fb 1 fb

HIGGS
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HIGGS BOSON COUPLINGS at HL-LHC

�11

ATL-PHYS-PUB-2014-016	

300, 3000 events/fb 
<μPU>=140

Signal strength μ=σ/σSM

Theoretical  
uncertainty

https://cds.cern.ch/record/1956710
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HIGGS BOSON COUPLINGS at HL-LHC
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ATL-PHYS-PUB-2014-016

300, 3000 events/fb 
<μPU>=140

With 3000 events/fb, precision on Higgs boson couplings to 
W,Z   :  3% 
μ       :  7% 

    t, b,τ : 8-12%

https://cds.cern.ch/record/1956710
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Look for forward jets with pT>30 GeV with  
Higgs boson decay products between jets 

After event selections in 3000 events/fb 
ZZ   190 signal events and 330 background 
WW 200 signal events and 410 background 

Results are presented with different assumptions 
on systematic uncertainties (full or none)

VECTOR BOSON FUSION at HL-LHC
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ZZ 
<μPU>=200 

FULL

ZZ 
<μPU>=200 

NONE

WW 
<μPU>=200 

FULL

WW 
<μPU>=200 

NONE

Δμ 0.18 0.15 0.20 0.14

Significance 7.2 σ 10.2 σ 5.7 σ 8.0 σ

ATL-PHYS-PUB-2016-008 
ATL-PHYS-PUB-2016-018

3000 events/fb 
<μPU>=140, 200

https://cds.cern.ch/record/2145377
http://cdsweb.cern.ch/record/2209092/files/ATL-PHYS-PUB-2016-018.pdf


ATLAS
Phase-II Upgrade

Scoping Document
September 25, 2015 - Version 1.0

Figure 101 shows the leading and sub-leading jet ⌘ distribution in the signal region for the Ref-
erence, Middle, and Low scenarios. The significance Z�

B
and the precision on the cross-section

measurements are reported in Table 38 after the additional cut on lepton centrality is applied.
The precision of the cross-section measurement in the Reference scenario is 5.9% and it is re-

duced in the Middle and Low ones to 11% and 13%, respectively. There are two dominant effects
causing this deterioration of performance. First, the limited lepton coverage in the Middle/Low sce-
nario reduces the efficiency of suppressing the WZ background through the third-lepton veto by a
factor of ⇠2 with respect to the Reference scenario. Second, the limited ⌘ coverage of the tracker in
the Middle and Low scenario causes a significant increase of the background with pile-up jets: the
fraction of events where the selected jets originate from pile-up interactions increases from ⇠18% in
the Reference scenario to ⇠23% (⇠27%) in the Middle (Low) one.

In conclusion, there is a clear correlation between the extension of the tracker and the precision
of the measurement and in the Reference scenario the cross-section measurement is more than
twice as precise as in the Low scenario.
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Figure 101. The leading jet (left) and sub-leading jet (right) ⌘ distributions for the Reference (top), Middle
(centre), and Low (bottom) scenarios in the signal region for the same sign WW electroweak search.
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Sensitive test of the vector boson 
vertices in the standard model. 
At HL-LHC, with 3000 events/fb 

Clean observation of the W±W±, 
ZZ and WZ scattering above 
backgrounds 
S e n s i t i v e t o d i m e n s i o n - 8 
operators at scales of ~1 TeV 

Significance of electroweak W±W±jj 
production at 11σ 
Precision on cross section Δσ/σ=5.9%

VECTOR BOSON SCATTERING at HL-LHC
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3000 events/fb 
<μPU>=140, 200

ATL-PHYS-PUB-2013-006	
LHCC-G-166

http://cdsweb.cern.ch/record/1558703
http://cds.cern.ch/record/2055248/files/LHCC-G-166.pdf
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Probe the nature of the Higgs Boson Self Coupling

DI-HIGGS PRODUCTION at HL-LHC 

�15

Phys.Lett.B732(2014) 1420-149

σHH ~40 fb

λ
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Main background to HH➝bbbb production is multi jet QCD 
production 
Extrapolation from Run 2 results 

Assume the Run 2 detector, trigger and flavour tagging, not 
yet taking into account the expected pile-up at HL-LHC 

Run 2 trigger threshold:  
pTjet>40 GeV ➝ pTjet>75 GeV at HL-LHC

�16

DI-HIGGS PRODUCTION at HL-LHC: HH➝bbbb ATL-PHYS-PUB-2016-024

m4j projection  
3000 events/fb

pTjet>75 GeV FULL 
systematic uncert.

pTjet>75 GeV 
statistical uncert. 

ONLY
pTjet>40 GeV FULL 
systematic uncert.

pTjet>40 GeV 
statistical uncert. 

ONLY

λHHH -7.4<λ/λSM<14 -3.4<λ/λSM<12 -4.1<λ/λSM<8.7 -1.2<λ/λSM<8

σ/σSM excluded 
at 95% CL 11.5 2.0 5.2 1.5

pTjet>40 GeV 
Full systematic  

uncertainty

http://cdsweb.cern.ch/record/2221658
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DI-HIGGS PRODUCTION at HL-LHC: HH➝bbγγ
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ATL-PHYS-PUB-2014-019 
Phase-II Upgrade ITk-pixel TDR 

Two photons with ET>30 GeV and 123<mγγ<128 GeV 
with |ηγ|<2.37 

Two b-tag jets with pT>30 GeV (εb-tag=70%) and 
100<mbb<150 GeV with |η|<2.5 

pTbb>110 GeV & pTγγ>110 GeV 

Njets < 6  with pT>25 GeV (to reduce tt background) 

After selection: 11 signal events, 65 
background  

Significance (no systematic error - small): 1.5 σ 
0.2<λ/λSM<6.9

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2014-019/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/ITK-2018-001/
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HIGGS BOSON DECAY to μ+μ- at HL-LHC
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ATL-PHYS-PUB-2013-014

L [fb�1] 300 3000
NggH 1510 15100
NVBF 125 1250
NWH 45 450
NZH 27 270
NttH 18 180
NBkg 564000 5640000
�

sys
Bkg (model) 68 110
�

sys
Bkg (fit) 190 620
�stat

S+B 750 2380
Signal significance 2.3� 7.0�
�µ/µ 46% 21%

Table 13: Numbers of expected signal and background events in a mass window of ±3 GeV around
the mH = 125 GeV benchmark point for the HL-LHC scenarios. The uncertainty from the background
estimation of the fit is shown. The signal significance and the precision on the combined signal strength
µ are obtained accounting for the full shape information using the invariant mass distributions in a mass
range of 100 GeV to 160 GeV.

8.5 t tH, H ! µµ
A study of this rare channel has two motivations. First, it allows a direct measurement of the product
of the top- and the µ-Yukawa coupling, neither of which are accessible through the standard Higgs
channels. Second, this channel could be valuable for the determination of the CP nature of the resonance
at 125 GeV. The CP odd component could be supressed with a vector boson coupling in the initial or
final state, but there are only fermion Yukawa couplings in this channel. The result has not been updated
from the inputs to the European Strategy discussion [1].

The method chosen follows the a1, a2, b1-b4 CP variable definitions [19]. Signal samples with CP
even (H) or CP odd (A) Higgs bosons are generated using Madgraph5 and Pythia 8. The events must
have at least two muons with opposite charge and pT > 35 GeV, no more than four leptons, at least 4 jets
and a Higgs candidate mass, formed from the two muons, between 120 and 130 GeV. The distribution
of the di-muon mass is shown in Fig. 17. The expected number of events after all the selections is 33 for
signal and 22 for background, allowing this channel to be observed with the HL-LHC.
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Figure 17: The invariant mass of the di-muon system in the ttH, H ! µµ channel.
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http://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2013-014/
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SUMMARY of HL-LHC HIGGS BOSON RESULTS
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Channel Result HH channel Result

VBF H➝W+W- Δµ/µ=14 to 20%
HH➝bbττ 

(FULL uncertainties)

0.6 σ                                
-4<λHHH/λSM<12

VBF H➝ZZ➝4l Δµ/µ=15 to 18%

ttH, H➝γγ Δµ/µ=17 to 20% HH➝bbbb 

(pTjet>75 GeV) 
(FULL uncertainties)

-3.4<λHHH/λSM<12

VH, H➝γγ Δµ/µ=25 to 35%

off-shell H➝ZZ➝4l Δµ/µ=14 to 50% 

ΓH=4.2+1.5-2.1 MeV

HH➝bbγγ 
(statistical uncertainties only)

1.5 σ                                
0.2<λHHH/λSM<6.9

H➝Zγ Δµ/µ=30%           
3.9σ ttHH, HH➝bbbb 

(statistical uncertainties only)
0.35 σ                               

Η➝J/ψ γ BR<44x10-6 @ 
95% CL



7th May 2018

Very rare decays
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SEARCHES at the ENERGY FRONTIERE
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   Riccardo Vari - INFN Roma                               LHCP2017 - ATLAS upgrade                               20 May 2017

motivation for the upgrades

• Maximise physics performance for: 

- precision measurements of Higgs 
coupling and other SM processes 

- search of SM rare effects (like H->μμ), 
in particular self-coupling Higgs from 
double Higgs events 

- continue the LHC scientific programme 
with the research of new physics signals

4

HH → bƃbƃ 
0.2<!<7 @ 95% CL

5!

Significant!increase!in!mass!reach!for!Exo=cs!and!SUSY!
signatures!at!HLMLHC!(3000![M1)!!

!!!!!!!!!!!!!!!!!!!!ATLAS!Mass!reach!for!Exo3c!signatures!

!!!!!!!!!!!!!!!!!!!!ATLAS!Mass!reach!for!SUSY!par3cles!
ATLMPHYSMPUBM2014M010!,!2013M011,!2015M032!!!

!!!!!!!!!!!!ATLMPHYSMPUBM2013M003,!2014M007!!!!
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Luminosity increase
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© P. Ferreira da Silva at Moriond EW, 2016 
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The ATLAS detector
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The tools for HL-LHC: ATLAS upgrade

TDAQ upgrade
ÎIncreased 
latencies and 
rates : 
--L0[10μs,2-4MHz]
--Possibly L0/L1 

14
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PHASE-I UPGRADE 
LAr 

Muons - New Small Wheel 
TDAQ

�24
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Freddy’s talk + ATLAS picture

The ATLAS detector: Phase-I upgrades
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The tools for HL-LHC: ATLAS upgrade

TDAQ upgrade
ÎIncreased 
latencies and 
rates : 
--L0[10μs,2-4MHz]
--Possibly L0/L1 

14

Trigger  electronics FE & BENSW

TDAQ 
L1 Calorimeter trigger 
L1 Muon trigger 
Topological triggers 
Fast Track trigger 
High Level Trigger 
Readout
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The ATLAS Liquid Argon Calorimeter
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5632 cells

64k cells

110k cells
3524 cells

ΔηxΔφ=0.025x02.25

Triangular ionisation pulse amplified, shaped and sampled at 40 MHz 
Trigger sums built on frontend boards and Trigger board 
Three gain scales 
4 samples digitised by 12-bit ADC upon L1 accept 

Online energy reconstruction at 100 kHz in DSP based backend electronics

LAr calorimeters are expected to continue to operate reliably during the HL-LHC data taking period

Fine grained LAr sampling calorimeter: 182468 cells 
Dynamic range ~50 MeV to 3 TeV

Three layers + presampler (|η|<1.8) 
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Liquid Argon trigger upgrade

Liquid Argon Calorimeter Readout Electronics
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Trigger Towers 
Δη x Δφ = 0.1x0.1
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Liquid Argon Phase-I Upgrade: improved trigger
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Increase granularity on the trigger path by 
removing some sums on frontend board.

N J Buchanan et al 2008 JINST 3 P03004  (Fig. 17)

2008 JINST 3 P03004

Figure 17. Photograph of the top layer of a FEB with the main active components indicated.

PCB. There is another massive ground connection at the top of the FEB, where the ground from the
power connector connects also to AGND and DGND. At this point the front panel is also connected
to the FEB ground system, closing the Faraday cage created by the whole crate mechanics. This
connection should divert the power supply noise currents out of the sensitive region of the FEB
near the signal inputs.

The quality of the ground connection between the FEB and baseplane is very important since
ground motion could be seen at the preamp inputs and amplified, contributing to coherent noise in
the readout. Referenced to the preamp inputs, coherent effects at the level of micro-Volts would
already violate the coherent noise specification. The 96-pin DIN input connectors themselves do
not provide a sufficiently high quality ground connection, due in part to the rather large inductance
of the connector pins and to the assignment of one ground pin for every two signal pins. In addition,
the plastic connector does not provide a shield connection which would allow a separation between
signal return and ground. To address these issues, custom metal shields are used to cover both sides
of the FEB connector. These shields connect to mating springs mounted on the crate baseplane. In
addition, additional ground pins are used to further improve grounding between the FEB and the

– 34 –

~3000  Trigger Towers ~34000  Super Cells

ATLAS Liquid Argon Calorimeter Phase-I Upgrade TDR 

Typical L1 EM rate: 20 kHz

http://iopscience.iop.org/article/10.1088/1748-0221/3/03/P03004/pdf
https://cds.cern.ch/record/1602230
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Liquid Argon Phase-I Upgrade: improved trigger

�29ATLAS Liquid Argon Calorimeter Phase-I Upgrade TDR 

124 LTDB 
320 channels/board 
Digitise signals at 40 MHz

56 baseplanes

 31 LDPS LArC 
124 AMCs LATOME 
320 channels/AMC 
Reconstruct BCID,  

ET at 40 MHz

https://cds.cern.ch/record/1602230
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Pre-prototypes with coverage of ΔηxΔφ=1.5x0.4 
installed in 2014 
Demonstrate the feasibility and robustness of the 
system 
Collecting data during LHC Run 2, parasitically  
System being updated with pre-production boards 

Validation of energy computation by comparing to 
the main readout system 
Study of pulse shape and noise level

LAr Phase-I demonstrator
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TDAQ upgrade

�31

TDAQ%Phase%I

2
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I m p r o v e d L A r 
c a l o r i m e t e r 
segmentation for 
L1 
eFex, jFex, gFex…. 

New Small Wheel 
for improvement 
b a c k g r o u n d 
rejection at L1 

FELIX board 

Trigger-DAQ Phase-I Upgrade
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L1Calo : Feature Extractors (FEX)

eFEX

• tests of prototype v1 completed
(3 modules)

• passed FDR in December 2017

•minor design changes approved
� improve power to FPGAs
� accommodate outputs to
Phase-II Global Trigger Processor

! re-routing of signals on PCB
in progress
• pre-production modules
expected in summer 2018

jFEX

• prototype v2 received Nov. 2017
� improved stack-up
� all FPGAs fitted
• results good so far
� power
� control
�multi-Gigabit Transceiver
(MGT) inputs : BER < 10�14

• next is to test all (⇠ 200)
inputs concurrently

• FDR scheduled in March 2018

gFEX

• tests prototype v3 completed
• passed PRR in November 2017
• production : 1st PCB received in
January 2018
! first tests done to validate
changes in production PCB

• integration tests with LAr
demonstrator ongoing

• then move prototype v3
in USA15 to run parasitically
with beams in 2018
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DAQ

⌅ Readout infrastructure in Run 3 : mixture of :

• systems services by current ROS

• new FELIX-based slices interface between
the new L1Muon+L1Calo electronics
and the trigger system :
� readout and configuration of detector
Front-End electronics
� distribution of TTC information to FE

⌅ Readout - HLT interface to be kept the same
• current ROS will remain largely unchanged from a functional perspective
• new SW ROD systems running on server PCs act as bridge between FELIX and wider DAQ system

⌅ FELIX status
• HW : prototype BNL-712 as major testing platform
! procurement process well advanced for both PC and I/O card
• FW : being built and tested on BNL-712
! 24-Ch GBT, 12-Ch Full and 48-Ch TTC fanout modes

built and being tested

• System Level :
� finalize the FELIX configuration for detector systems

� complete BUSY spec. documents and implementation plan

� continue good progress on DCS data transmission

� support detector subsystem test setups

•milestones :
� Progress Review done in November 2017
� FDR in March 2018
! focus on HW status of BNL-712 and testing results
of FW and SW on this prototype
� PRR in Q2 2018
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DAQ

⌅ Readout infrastructure in Run 3 : mixture of :

• systems services by current ROS

• new FELIX-based slices interface between
the new L1Muon+L1Calo electronics
and the trigger system :
� readout and configuration of detector
Front-End electronics
� distribution of TTC information to FE

⌅ Readout - HLT interface to be kept the same
• current ROS will remain largely unchanged from a functional perspective
• new SW ROD systems running on server PCs act as bridge between FELIX and wider DAQ system

⌅ FELIX status
• HW : prototype BNL-712 as major testing platform
! procurement process well advanced for both PC and I/O card
• FW : being built and tested on BNL-712
! 24-Ch GBT, 12-Ch Full and 48-Ch TTC fanout modes

built and being tested

• System Level :
� finalize the FELIX configuration for detector systems

� complete BUSY spec. documents and implementation plan

� continue good progress on DCS data transmission

� support detector subsystem test setups

•milestones :
� Progress Review done in November 2017
� FDR in March 2018
! focus on HW status of BNL-712 and testing results
of FW and SW on this prototype
� PRR in Q2 2018
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Muon trigger rate dominated by fake triggers in 
the endcaps caused by charged particles not 
emerging from the interaction point. 
Real muon triggers contaminated with sub-pT-
threshold muon due to the reduced momentum 
resolution caused by the moderate spatial 
resolution of the trigger chambers,

Sources of Level 1 muon trigger at LHC
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New Small Wheel

�34

Replace muon small wheels with improved trigger 
capability:  <1mrad angular resolution and 
associated trigger vector capability 
  

2 sTGC quadruplets for trigger, bunch id and vector 
tracking with <1mrad resolution 

2 MicroMegas for quadruplets for tracking with 
resolution <100μm V. Martin,  Kruger 2016, 5 December 2016

17

New Small Wheel

sTGC

sTGC

 MM

Will replace inner wheel of muon end-cap in Phase-I
Increased hit rate capability

Rejection of fake L1 muon triggers

MicroMegas – precision tracker
Spatial resolution <100μm

Good track separation

Small strip TGC – trigger detector
Bunch ID with good timing resolution

Track vector with <1mrad resolution

Chamber production expected
to start very soon

Muon & Timing Detector

7

13

    High-Granularity Timing Detector

E+ciency for hard-sca-er jets

E+ciency strongly dependent 

on �ming resolu�on

See talk by
Dirk Zerwas

Evaluating option of adding thin, high-granularity timing 
detector in front of end-cap calorimeter (2.5<|η|<4.2)

Multiple layers of silicon and optional tungsten absorber

Pad size: 1x1mm2 – 3x3 mm2

Timing precision: 30-50 ps

Precise timing use to reject pile-up jets

Possibility for use in trigger
also being studied

Minimum bias
scintillators

Pile-up jet rejection power:

High-granularity
timing detector

Investigating potential of a timing detector: 
thin, high-granularity timing detector in 
front of endcap calorimeter (2.5<|η|<4.2)
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New Small Wheel

sTGC

sTGC

 MM

Will replace inner wheel of muon end-cap in Phase-I
Increased hit rate capability

Rejection of fake L1 muon triggers

MicroMegas – precision tracker
Spatial resolution <100μm

Good track separation

Small strip TGC – trigger detector
Bunch ID with good timing resolution

Track vector with <1mrad resolution

Chamber production expected
to start very soon

Phase I upgrade:  

•  Replace inner wheel of muon 
endcap with New Small Wheel: 
microMegas (MM) and small strip 
thin-gap chambers (sTGC)

•New inner 
RPC layer in 
the barrel

Minimum bias 
scintillators 

High-granularity 
timing detector 

Phase II upgrade:  

8

Barrel Trigger: BI RPC layer

- Solution: introduce a new RPC triplet
  (RPC0) on barrel inner (BI)

- New small-gap RPCs with higher rate
  capability

- Need to replace MDT in small sectors
  with small-MDTs to make room for 
  RPCs

- Pilot Phase-I upgrade project
  BIS78 (1<|eta|<1.2)
  RPC+sMDT chambers 

See talk by H. Kroha
NSW Upgrade: Introduction

Feb 22 2018 S. Zimmermann 2

• The target of the New Small Wheel Upgrade is to replace the 

innermost stations of the present Muon Endcap System 

during LS2 in 2019/20

• It is the most challenging of the phase-1 upgrade projects 

since comprising a fully new detector

• Micromegas (MM) and small strip TGC (sTGC) chambers will 

replace the present Small Wheel CSC, MDT and TGC 

chambers, and both provide tracking and triggering capability

• Coverage: 

Tracking up to η
= 2.7, triggering 

up to η = 2.4
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New Small Wheel in construction
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NSW Upgrade: Introduction

Feb 22 2018 S. Zimmermann 2

• The target of the New Small Wheel Upgrade is to replace the 

innermost stations of the present Muon Endcap System 

during LS2 in 2019/20

• It is the most challenging of the phase-1 upgrade projects 

since comprising a fully new detector

• Micromegas (MM) and small strip TGC (sTGC) chambers will 

replace the present Small Wheel CSC, MDT and TGC 

chambers, and both provide tracking and triggering capability

• Coverage: 

Tracking up to η
= 2.7, triggering 

up to η = 2.4

                         32K. Jakobs (ATLAS), 41st JOG Meeting, 23rd March 2018                                     

NSW: Mechanics 

Hub cylinder 

•  Significant progress on mechanics:  

     - Several components delivered  
       (NJD, hub) or expected soon  
       (copper disk, NSW structure)  

              small Thin Gap Chambers (sTGC)                

sTGC Integration Preparations

Feb 22 2018 S. Zimmermann 11

Wedge assembly as validated during Jan wedge week

courtesy G. Oakham
Lots effort needed to be ready when quadruplets arrive …

Micromegas Chamber Production

Feb 22 2018 S. Zimmermann 15

How about readout panels and completed quadruplets ?

Panels: Got affected by several batches of RO boards/PCBs which had to be discarded due to 

cut strips problem Æ only now slowly are getting back on track after bad board types were 

re-produced 

Quadruplets:

• M1 fully assembled in Germany, Italy and Saclay just before Xmas ….

However ….

Micromegas Chamber Production
As reported during last ATLAS week, all production sites (Italy, Germany, Thessaloniki, 
Dubna, Saclay) entered series production phase during second half/last quarter of 2017

Feb 22 2018 S. Zimmermann 14

Drift panels
RO panels

Assembly Cosmics test
2 weeks* 1 weekPanel complet.

2 weeks 2 weeks

2-3 weeks

• For drift panels and panel completion, nominal speeds are very much achieved !
(also ~ for the other 2 sites)

Micromegas

FINAL ADJUSTMENTS for PRODUCTION - VERY INTENSE CONSTRUCTION PERIOD AHEAD of US for INSTALLATION DURING LS2
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PHASE-II UPGRADE 
Inner Tracker 
Calorimeters 

Muon System 
TDAQ 

High Granularity Timing Detector

�36



7th May 2018

The ATLAS detector: Phase-II upgrades
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The tools for HL-LHC: ATLAS upgrade

TDAQ upgrade
ÎIncreased 
latencies and 
rates : 
--L0[10μs,2-4MHz]
--Possibly L0/L1 

14

ITk

FE & BE electronics
FE & BE electronics 
LVPS, mini-drawerssMDT, Electronics

TDAQ 
Detector readout:  

ITk, LAr/Tile, 
Muons 

Trigger 
L0 from Phase-I 
with upgrades 
Global Processor 
Hardware Track 
Trigger 
Event Filter 

Computing & Software

HGTD
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Trigger/DAQ upgrade for HL-LHC
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Rate          
Latency Run 2 Run 3           

Phase I
Run4         

Phase II

Level 0 - -
1-4 MHz 

6-10 μs

Level 1 100 kHz    
2.5 μs

100 kHz    
2.5 μs

400-800 kHz    
35 μs

HLT 1kHz 1kHz 10 kHz

Changes in the readout system have strong implications 
in the upgrade detector and electronics design.
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Trigger and Data Acquisition

�39

40 MHz

1 MHz

10 kHz

Level-0 Trigger System 10 μs 
Identify physics objects 
Compute event level quantities 
Send L0A to sub-systems         
Data transmitted at 1MHz to FELIX 

DAQ system 
Event builder 
Transmit events to  

Event Filter System 
Dec is ion based on event 
reconstruction and Hardware 
Track Trigger 
Output to storage at 10 kHz

   Trigger/DAQ  
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The ATLAS INNER DETECTOR
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}Pixels 90  
Strips   6         106 channels 
TRT   0.3 

|η|<2.5  
pixel  

IBL     50x250 μm2 

                σhit=10/70 μm Rφ/z 
pixels 50x400 μm2 

               σhit=10/115 μm Rφ/z 
SCT 

pitch 60-80 μm; length ~ 6cm 
σhit=17/580 μm Rφ/z  

TRT 
σhit=130 μm
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ATLAS Inner Tracker -ITk- for HL-LHC

�41

200 pile-up events                  occupancy                      high granularity, material 
1016 neq/cm2, 10 MGy           conception, tests             modularity 
3000 events/fb                           2026-2037                      robust 
VBF/VBS                                Increased η coverage      |η|<4

18 NEW Inner TracKer ( ITK )18
4

The High-Luminosity Challenge

z[cm]

Very high pileup Intense radiation

Need maximal luminosity to achieve physics goals

Design for peak leveled luminosity of 7.5x1034 cm-2s-1

Corresponds to average pileup of ~200 collisions/crossing

Aim for integrated luminosity of 3000 fb-1 and
corresponding radiation doses
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The High-Luminosity Challenge

z[cm]

Very high pileup Intense radiation

Need maximal luminosity to achieve physics goals

Design for peak leveled luminosity of 7.5x1034 cm-2s-1

Corresponds to average pileup of ~200 collisions/crossing

Aim for integrated luminosity of 3000 fb-1 and
corresponding radiation doses

• inst. Lumi. :  7.5 x 1034 cm-2 s-1

• mean # of int. per bunch : <μ> ~ 200  ( high track density , high radiation )

• Performance (resolution , efficiency , Vertex → b-tag) 
to be maintained or better

• radiation tolerant

東大マーク集 2

3-
東大マーク　基本型〈タテ〉

基本型〈タテ〉

03 04 05 06 07 08 09 10 11 12 13 14 15

15mm

東大マークには、使用時の最小サイズが設定
されています。本項で示された最小サイズ以
下で使用すると、東大マークの再現性を著し
く損なう恐れがあり、表示を正確に伝達するこ

とができなくなります。この最小使用サイズは
、東大マークの印刷物における再生上の規定
です。使用する媒体の特性やスペース等を十
分に検討し、最適のサイズで使用してくださ

い。また、印刷方式、媒体の条件などによって
もマークの再現性が異なることについても
注意が必要です。

最小サイズ

01 02

pileup density [vertex/mm]
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ATLAS Inner Tracker -ITk- for HL-LHC
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~6 m

~2
 m

 0
.7

 m
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ITk HOME
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Motivation 
Replacement of the central tracking detector in ATLAS. 

Essential to manage the higher track densities at the anticipated luminosities. Essential to adapt 
the detector technologies to the higher radiation levels 

Layout has converged on a silicon pixel (5 layers in the barrel, confined to a cylinder of R=34.5 
cm around the beam pipe) + a silicon strip system (4 oute layers in the barrel). 

Extension of η coverage to 4.0: requires novel technical advances

ITk: The new ATLAS Inner Tracker

�44

Pixels 600  
Strips   70         
|η|<4.0 
Pixel  25x100 or 50x50 μm2 
Strips 75μm pitch; length ~10 cm

} 106 channels
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ITk - MATERIAL
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Thinner sensors 
Improved (modern) material structure 
Titanium tubes for cooling  
Sensors inclined in extended barrel section
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Excellent capability to resolve the position and momentum 
Transverse impact parameter (IP) resolution d0 similar to current ID 

Run-2 performance better at very high momentum due to analog clustering calibration while 
such calibrations are not yet ready for ITk 

ITk with analogue clustering expected to provide similar resolution as for the current ID 

Significant improvements in the longitudinal IP resolution z0. 
Reduction of pixel pitches from 250/400 μm to 50 μm for ITk. 

Momentum resolution substantially improved by high precision measurements along the 
full track length provided by the full silicon tracker

ITk - PERFORMANCE

�46
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ITk pixel



Additional η coverage

Insertable inner layers

7th May 2018

The TDR baseline design was defined aiming at 
> 5 hits close to the interaction point with high granularity and 
accuracy ~10 μm 
> 9 precision hits over the full acceptance (-4<η<4) and up to R~1m 
Minimisation of material over the full η acceptance 
Best  physics reach: good b-tagging, efficient reconstruction in dense 
jets and in high pile-up environnement, precise track & vertex 
measurements 

Short barrel followed by inclined modules and the by disks (of 
different coverage: a measurement layer is not necessarily 
coplanar)

ITk- pixels

�48

Active area: 12.7 m2 
pixel size: 50x50 (or 25x100) μm2 
Number of modules: 10276 
Number of FE chips: 33184 
Number of channels: ~500 106

All six TDRs of the ATLAS Phase-II Upgrade programme have been presented 
by ATLAS, reviewed and approved by the LHCC and UCG, and finally approved 
by the CERN Research Board  

Summary and Status of Phase-II TDRs  

ITk strip tracker 
 
Submission:      Dec 2016 
Approval:         June 2017 

ITk pixel tracker 
 
Submission:       Dec 2017 
Approval:           April 2018 

Muon spectrometer 
 
Submission:     July 2017 
Approval:         Dec  2017 

ATLAS
Muon Spectrometer Phase-II Upgrade
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for the ATLAS Inner Tracker Pixel Detector
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ATLAS DRAFT 4.3 Pixel Module

fit the bonding pads. This is particularly true for the 25 ⇥ 100 µm2 geometry if two collect-
ing electrodes are used per unit cell. The pixel capacitance of a 3D sensor is approximated
by a coaxial capacitor unlike a planar device. As a consequence the detector capacitance2110

increases with smaller pixel size and reduces with sensor thickness, converse to the planar
sensor. From the sensor performance perspective, the optimal active thickness is a trade-
off of collected charge after irradiation, demanding a larger active thickness and detector
occupancy that can be reduced if the active thickness is reduced. The total thickness on the
other hand is a trade-off of material budget and mechanical handling. For ITk the typical2115

active thickness used is 150 µm; an extra 100 µm passive support wafer is added to facilitate
handling and bump-bonding.

Figure 4.7: Schematic view of electrode arrangement and charge collection in planar and 3D pixel
sensors.

The 3D technology has matured in the last 20 years and is now becoming a standard choice
where extreme radiation hardness is critical. Within the ATLAS experiment both the AT-
LAS Forward Proton detector (AFP) [70] and part of the Insertable B-Layer (IBL) [3] rely2120

on 3D pixel sensors. This first generation of 3D sensors with pixel sizes of 50 ⇥ 250 µm
and a sensor thickness of 230 µm already demonstrated a radiation tolerance up to 9 ⇥

1015 neq/cm2 [71]. Beyond increased radiation hardness, the ITk Pixel Detector requires
3D sensors with smaller pixel sizes and thinner active areas to improve intrinsic position
resolution and reduce detector occupancy in the innermost layer. To this end, the research2125

and development effort is well underway. Productions of 3D devices with different thick-
nesses and pixel sizes of 25 ⇥ 100 µm2 and 50 ⇥ 50 µm2, but compatible with the existing
(as of 2017) FE-I4 read-out ASIC, have been carried out and been characterized before and
after irradiation. In particular, hit reconstruction efficiencies greater than 97% with an as-
sociated power dissipation of about 10 mW/cm2 have been demonstrated for 3D devices2130

with 50⇥ 50 µm2 pixel geometries irradiated with 24 GeV protons up to 1.4⇥ 1016 [72]. The
key to the excellent thermal performance of 3D sensors is the lower bias voltage needed to
achieve high hit reconstruction efficiency when the pixel size is reduced. This is shown in
Figure 4.8.

The voltage V97% required to achieve an efficiency of 97% is defined as the operation voltage.2135

21st December 2017 – 17:03 95

7th May 2018

Sensor technology must be tailored to the radiation environnement (and financial 
constraints) 
The baseline for ITk-pixel is 3D for the innermost layer(s) and planar elsewhere.

ITk - pixels sensors

�49

3D sensors 

Used in IBL and performing well 
An improved design has been developed 
for ITk-pixel: 

More rad-hard and less power 
consumption 
To increase yield, a single side process 
has been studied and implemented

Plannar sensors 

Well proven and understood technique, 
but must simplify production to decrease 
cost (n-in-p = single sided process) 
An improved design has been developed 
for ITk-pixel: 

More rad-hard and less power 
consumption 
To increase yield, a single side process 
has been studied and implemented
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Synergic development with CMS (RD53) to design FE pixel ASIC for HL-LHC. 
Main characteristics 

Increased radiation hardness using 65nm technology in TSMC 
Smallest pitch for hybrid LHC application so far, 50x50 μm2 (possibility for 25x100 
μm2) 
Highest data rate achievable per ASIC: 5Gbps

ATLAS Inner Tracker -ITk- for HL-LHC - pixels frontend electronics

�50
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ITk-pixel: from sensors to construction
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Hybrid Sensor+Readout chip
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8 Pixel Modules ATLAS DRAFT

printed circuit. An aggregator chip and a DCS (Detector Control System) chip may also be
mounted on the flex hybrid, see Section 8.2.

Figure 8.1: Left: Drawing of a quad module with four pixel front-end chips viewed from the front-
end chip side, all dimension in mm. Front-end chip dimension are green with the wire-bond pad
area indicated in gold on the lower right chip. Sensor dimension are in blue and in red the distances
from and to the outermost bump-bond pads of the lower left chip are given. Right: 3D view of a
quad module for the outer barrel flat section viewed from the flex hybrid side.

Table 8.1 summarizes the number of required modules for the three different assembly4545

types. It is based on the Inclined Duals Layout of the ITk Pixel Detector as described in
detail in Section 2.2 The total number of modules is about 10,000 with about 33,000 FE-
chips used. The exact number of modules and chips will depend on the final chip size.
Apart from the three main module types (quad modules, dual modules and single-chip
modules) the modules vary slightly in the design of the connection between the module4550

flex hybrid and the local support services especially between the flat barrel and the inclined
barrel sections. For the outer barrel layers three different flex hybrid types are required,
one for the quad modules in the flat section and two for the dual modules in the inclined
section. The inner barrel layers need five more flex types and one more quad module type
is required for the end-caps. Therefore up to nine different flex hybrid types are needed4555

resulting in nine different module types. To cope with this number of modules and module
types during the production of the ITk Pixel Detector, a highly parallel assembly structure
with up to 10 assembly sites is required.

The module flex hybrid provides the electrical connection to the module. The pixel module
requires the electrical services shown in Figure 8.2. These are provided from the external4560

system by their connections to the electrical services on the local supports, which them-
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13 Local Supports ATLAS DRAFT

Figure 13.2: Left: Schematic representation of a tilted module cell. Right: A typical longeron (truss
construction) supporting four cooling lines.

Figure 13.3: R-f view of the three outer pixel barrel layers showing the cross section of the different
longerons and the proposed coupling scheme.

wise stiffness, a single longeron can support cooling pipes from two adjacent layers. Fur-
thermore, up to four rows of modules (i.e. two cooling pipes per layer) can be supported
by a single longeron.

Three types of longeron are required to complete the detector geometry. A first type (“L23-
4CL”) with an approximately rectangular cross section is used to support two cooling lines6730

from Layer 2 and two cooling lines from Layer 3; a second type (“L23-3CL”) is trapezoidal
in cross section and supports one cooling line from Layer 2 and two cooling lines from
Layer 3; the third type (“L4-2CL”) supports two cooling lines in Layer 4. The resulting
coupling scheme is illustrated in Figure 13.3.

Two different types of construction have been studied for the longerons: a shell version6735

using prepreg plies and longitudinal reinforcements, and a truss structure similar to that
originally developed for the ALICE Inner Tracking System, and produced with a novel
filament-winding process. While the initial results indicate that both types of longeron are

282 21st December 2017 – 17:03
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13 Local Supports ATLAS DRAFT

Figure 13.2: Left: Schematic representation of a tilted module cell. Right: A typical longeron (truss
construction) supporting four cooling lines.

Figure 13.3: R-f view of the three outer pixel barrel layers showing the cross section of the different
longerons and the proposed coupling scheme.

wise stiffness, a single longeron can support cooling pipes from two adjacent layers. Fur-
thermore, up to four rows of modules (i.e. two cooling pipes per layer) can be supported
by a single longeron.

Three types of longeron are required to complete the detector geometry. A first type (“L23-
4CL”) with an approximately rectangular cross section is used to support two cooling lines6730

from Layer 2 and two cooling lines from Layer 3; a second type (“L23-3CL”) is trapezoidal
in cross section and supports one cooling line from Layer 2 and two cooling lines from
Layer 3; the third type (“L4-2CL”) supports two cooling lines in Layer 4. The resulting
coupling scheme is illustrated in Figure 13.3.

Two different types of construction have been studied for the longerons: a shell version6735

using prepreg plies and longitudinal reinforcements, and a truss structure similar to that
originally developed for the ALICE Inner Tracking System, and produced with a novel
filament-winding process. While the initial results indicate that both types of longeron are
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Prepared for assembly
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N
ot

re
vi

ew
ed

,f
or

in
te

rn
al

ci
rc

ul
at

io
n

on
ly

ATLAS DRAFT 15.3 External Mechanical Interfaces

Figure 15.3: Left: front view towards the Interaction Point and ITk chamfer region. Right: section
view along the line A-A in the left picture; the grey area near the label “R50” indicates the HGTD.

The HGTD is a newly proposed detector that will impinge upon the existing envelope.7540

Significant effort has been spent to define a conservative envelope for the HGTD and its
services. These have been included in a 3D model of envelopes. The primary impact of the
HGTD is to subtract 6.5 cm from the ITk envelope, with a likely consequence of shifting the
last disks of the Pixel and Strip End-caps by at least that amount. The HGTD is currently
going through an IDR, and the space requirements are preliminary, but conservative and7545

unlikely to be exceeded based on a Task Force that also includes ATLAS TC and ITk. This
along with the previously mentioned work to define ITk Type-II Service routing (the ser-
vices that plug into the Strip and Pixel PP1’s) mean that the envelopes for the ITk can only
be finalized at the time of the OC FDR.

It was originally desired to maintain “f-symmetric” envelopes, but this is not possible with7550

the size of some of the services, particularly CO2 cooling transfer lines.

21st December 2017 – 17:03 317
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ATLAS Inner Tracker -ITk- for HL-LHC - pixel schedule
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7 years
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ITk Strips
�53
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Key components 
Sensors 
ASICS 
Optoelectronics 

System construction 
Modules 
Staves/petals 
Structures 

System 
Powering 
Reliability

ATLAS Inner Tracker -ITk- for HL-LHC - Strips

�54

All six TDRs of the ATLAS Phase-II Upgrade programme have been presented 
by ATLAS, reviewed and approved by the LHCC and UCG, and finally approved 
by the CERN Research Board  

ATLAS
Inner Tracker Strip Detector
ATLAS
Inner Tracker Strip Detector

Technical Design ReportTechnical Design Report

ATL-TDR-025 · LHCC-2017-005

Summary and Status of Phase-II TDRs  

ITk strip tracker 
 
Submission:      Dec 2016 
Approval:         June 2017 

ITk pixel tracker 
 
Submission:       Dec 2017 
Approval:           April 2018 

Muon spectrometer 
 
Submission:     July 2017 
Approval:         Dec  2017 

ATLAS
Muon Spectrometer Phase-II Upgrade
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Muon Spectrometer Phase-II Upgrade

N
ot

re
vi

ew
ed

,f
or

in
te

rn
al

ci
rc

ul
at

io
n

on
ly

Technical Design Report
for the ATLAS Inner Tracker Pixel Detector
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ITk strip tracker
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Type n-in-p (SCT p-in-n) 

Signal is mainly from electrons (faster than 
holes) 

Depletes from junction: can operate 
under-depleted 

Cheaper than n-in-n 

Sufficient signal for maximum strip 
fluence.

ATLAS Inner Tracker -ITk- for HL-LHC - Strips Sensors

�55

Silicon Sensor 

• n-in-p (SCT p-in-n) 
• Signal (mainly) from 

electrons (faster than 
holes) 

• Depletes from junction Î 
can operate under-
depleted. 

• Cheaper than n-in-n. 
• Sufficient signal for 

maximum strip fluence.  

Birmingham 8/3/17 ATLAS Upgrade 21 
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ATLAS Inner Tracker -ITk- for HL-LHC - Strips Module
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ASIC ABC130*

Strip module Strip module

18k modules 
25k hybrids 
234k ADC130* 
60M channels
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Modules are rotated for stereo reconstruction 
Opposite stereo angle for modules on bottom of stave 
Services 

Bus tape provides LV/HV and data transmission to/from End of Stave (EoS) 
Embedded cooling tubes 
EoS optoelectronics: data to/from counting room

ATLAS Inner Tracker -ITk- for HL-LHC - Strips staves

�57

Glue modules directly to mechanical support 
Carbon fibre sandwich provides rigid, lightweight support structure 
Evaporative CO2 cooling
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ATLAS Inner Tracker -ITk- for HL-LHC - Strips Construction
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ATLAS Inner Tracker -ITk- for HL-LHC - Strips schedule
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7 years
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Liquid Argon trigger upgrade

Liquid Argon Calorimeter Readout Electronics

�60

Phase II upgrade 
The entire electronics has to be replaced 
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The frontend electronics was qualified to sustain radiations up to ~700 evts/fb 
At HL-LHC expect to accumulate 3000 (up to 4000) evts/fb 

In 2025 the electronics will be 20 years old 
Processes used for fabrication are no more available. 

Current LAr electronics readout incompatible with the planned upgrade of the 
Trigger/DAQ system, 

The frontend on-detector electronics as well as the backend off-detector 
electronics will be replaced for HL-LHC. 

Liquid Argon Phase-II Upgrade - WHY ?

�61
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Liquid Argon calorimeter Phase-II electronics upgrade

�62
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(LTDB) and LAr Digital Processing System (LDPS) will have been installed in the Phase-I upgrade.
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hapter 5:
Technical Sum

m
ary

2 LV power systems 
130 calibration boards 
1524 frontend boards FEB2 
372 LAr Signal processor units

Dynamic range 
from MIP to multi-TeV: 16 bits 
2-gain system, 14-bit ADC 

Linearity 
~1‰ up to ~300 GeV 
few % at high energies 

TDAQ 
Compatibility with 10/35 μs buffer 
1.7 μs latency for L0 input 

Noise: electronics + pile-up 
electronics noise < MIP signal for calibration 
reduction of out-of-time pile-up  

with complex digital filtering algorithms 
optimise analog shaper characteristics  

to minimise total noise deter digital filtering: 
baseline CR-(RC)2 shaping,  

13 ns shaping time (programmable)

Liquid Argon Calorimeter
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2 Motivation and Description of the Tile548

Calorimeter Upgrade549

2.1 Overview of the Tile Calorimeter550

Figure 2.1: Drawing of the ATLAS Tile and Liquid Argon Calorimeters.

The Tile Calorimeter [2] (TileCal) is the central section of the hadronic calorimeter of ATLAS [4,551

5] and is illustrated in Figure 2.1. The TileCal captures approximately 30% of jet energy and552

plays an important role in the measurement of jet- and missing-energy, jet substructure,553

electron isolation, and triggering (including muon information). The central long barrels554

(LBA, LBC) and end-cap barrels (EBA, EBC) create four logical sub-detectors with inner555

radius of 2.28 m, outer radius 4.23 m. The two LB sections have lengths of 2.82 m each, and556

the EB sections have lengths of 2.91 m, for a total coverage up to 1.6 in rapidity.557

TileCal is a sampling calorimeter constructed of steel and plastic scintillator plates, as illus-558

trated in Figure 2.2. Approximately 460,000 scintillators are read out on each of two sides559

by wavelength-shifting (WLS) fibres. The WLS fibres are bundled to define cells, and read560

out by photomultiplier tubes (PMT). The calorimeter is divided into 4670 cells, with each561

cell read out by two PMTs. Radially, the barrels are segmented into three layers ("A", "BC",562

5
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Tiles calorimeter Phase-II electronics upgrade
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DRAFT 2.3 Reliability and redundancy

Figure 2.10: (left) Fraction of non-operational cells (masked) and channels in the Tile Calorimeter
detector as a function of time. The status in September 2016 is noted. (right) Representation of the
masked cells in hf.

Figure 2.11: Organisation of the read-out electronics in the current (Run 1) super-drawer.

converter stage installed on-detector that will be described in Chapter 7 and failures in the710

power distribution interconnection to the optical Interface Cards, the Digitisers and the711

Motherboards. The power distribution chained over the 3m long super-drawer showed an712

important voltage drop that severely affects the range of proper operation of critical com-713

ponents like the TTCrx[8]. Failures were observed also in the High Voltage distribution714

to the PMTs realised trough very long distribution bus cards and flexible interconnections.715

The failures above were effectively mitigated by a consolidation campaign held during the716

LS1 in 2013-2014 as shown by the change in the slope in Figure 2.10 (left). Other important717

failures observed after the LS1 was a failure in the cooling circuit (corrosion) and a failure718

in the links in the optical Interface Card.719

Failures affecting a full super-drawer, like the ones described above, result in having a720

dead region in the detector of about 24 cells covering an area of 0.7⇥ 0.1 radians in Dh ⇥ Df721

region, as shown in the Figure 2.10 (right). Two such failures are apparent in the figure.722

To limit the impact of such failures, the Phase-II system will be partitioned into smaller723

independent readout units.724

2nd February 2018 – 17:14 15
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2 Motivation and Description of the Tile Calorimeter Upgrade DRAFT

Figure 2.12: Organisation of the read-out electronics in four independent HL-LHC mini-drawers.

Figure 2.12 shows the overall structure of the new super-drawer made now of four inde-725

pendent read out elements, the mini-drawers. Each mini-drawer houses up to 12 PMTs,726

FE boards and all the corresponding service boards, as described in Chapter 6. The mini-727

drawer is logically split (redundancy line) into two independent sides with independent728

power, data links, and monitoring services on each side. In this scheme each cell is read out729

by two independent PMTs with power, services and data links that are fully redundant all730

the way to the back-end electronics. The redundant power distribution scheme, described731

in Chapter 7, should result in no failures. In the worst case, the dead region would be732

one-eighth of the area affected by a failure in the current system. Other significant fail-733

ures occurred in the interconnection between boards. The current electronics is organised734

in different boards and mezzanines that are stacked together. The reliability of the mech-735

anical and electrical interconnections over the 3 m long module is certainly a weakness.736

The stacking of boards and all interconnections, due to the partitioning of the functional-737

ity in mezzanine cards, need to be avoided as much as possible to improve the long-term738

reliability.739

Single channel failures were observed, mostly failing ADCs or failing optocouplers in the740

HV regulation board or a capacitor in the PMT HV dividers. The observed single chan-741

nel failures have negligible impact on the physics performances with the exception of the742

capacitor in the HV dividers. Sometimes these results in a short circuit that might jeopard-743

ise the operation of the neighbouring PMTs since the granularity in the HV input control744

(on/off) is grouped together. This failure will be addressed in the new design described in745

Chapter 7.746

The ageing of the current electronics is also an issue. The current electronics were built747

around the year 2000, and were designed several years prior. Many replacement compon-748

ents are no longer available.749

16 2nd February 2018 – 17:14

PMT at HL-LHC: some will be replaced 
FE electronics 
LVPS in USA15 
BE electronics

Super Drawers

Mini Drawers

Tile Calorimeter
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Muon system
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The ATLAS Muon system at LHC

�65

Fast trigger chambers: RPC, TGC 
<10ns time resolution, moderate spatial resolution ~ mm-cm 

High-resolution tracking detectors: CSC, MDT (40 μm spatial resolution) 
Optical alignement system with 50 μm resolution 
|η|<2.7
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The ATLAS muon system at the HL-LHC

�66

New Small Wheel 
New TGCs with high resolution to cope with background at |η|~ 2.7 
New thin-gap RPCs to close acceptance gaps of the barrel muon trigger 
New sMDT chambers to free space for new RPCs 
New on- and off-chamber electronics for new trigger architecture

Muon spectrometer
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High Granularity Timing Detector 

�67

Design requirements: excellent time resolution, radiation-hard, low occupancy, modular!

- thin Low Gain Avalanche Detectors (LGADs): pixel detector with coarse spatial resolution (→high granularity, 1.3 
x 1.3 mm2  for occupancy < 10%) but precision timing (30 ps) 

- 2 double planar layers in each endcap 

- specially-designed ASIC ALTIROC front-end 

4

The High Granularity Timing Detector
Fits in MBTS envelope (unoccupied high η region at HL-LHC)

Motivation for HGTD

2

Main HL-LHC challenge: pile-up !

- e.g. instantaneous luminosity 7.5 1034, 
200 PU with 45 mm RMS in z 

- Much effort going to maintain excellent 
Run-1 performance in these more 
challenging conditions 

Charged particle tracking is the key 

- ITK provides tracking for |η| <  4 

Powerful pile-up rejection possible when track 
can resolve individual vertices in z 

- Expect average PU line density to be around 
1.5 collisions/mm, with large uncertainties 

- Typical z0 resolution from ITK is far better 
than this, for central tracks 

- But z0 resolution degrades farther forward

η
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ATLAS Simulation Preliminary Z0 resolution degrade with η 
Including a high resolution time measurement allows to separate 
vertices 
HGTD designed to have a time resolution of ~30 ps per track and 
resolve vertices inside the collision region (175 ps RMS) 
New LGAD technology   

HGTD Technical Proposal 
Submitted to LHHC

https://cds.cern.ch/record/2310228
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1980’s: First ideas about LHC 

1990 - ECFA Aachen meeting: Physics, detector, machine (H➝ϒϒ ?) 

1992 - ATLAS Letter of Intend 

2 metre accordion module with fast readout 

1994 - ATLAS Technical Proposal 

Spanish fan - Endcap accordion prototype 

1996 - 2000 - ATLAS Technical Design Reports 

Modules Zero and R&Ds, testbeam, testbeam, testbeam 

2000 ATLAS Memorendum of Understanding 

Cavern & detector construction starts 

2003-2004 ATLAS detector starts to go down 

ATLAS combined testbeam 

2006-2007 ATLAS continues installationFirst cosmic muons data taking 

2008 - LHC incident / 2009 First collisions 

More cosmic muons + 0.9 TeV  + 2.76 TeV pp collisions 

2010 ~35 evts/pb pp collisions at  √s=7 TeV & Pb-Pb collisions 

2011 ~ 5 evts/fb pp collisions at  √s=7 TeV & Pb-Pb collisions 

2012 ~ 20 evts/fb pp collisions at  √s=8 TeV - The Higgs boson is discovered mH ~125 GeV  

2013 - p-Pb collisions and start of a two years Long Shutdown 

2013-2014 Long Shutdown 1: IBL installed 

2015-2018 LHC Run-2 ~80 evts/fb at √s=13 TeV so far 

End 2018 Run 1 + Run 2 Towards 160/fb 

2019-2020 Long shutdown 2: New Small Wheel, LAr trigger, TDAQ, FTK 

2021-2023 LHC Run 3 +150 evts/fb for ~300 evts/fb total 

2024-2026 Long shutdown 3: ITk, LAr electronics, Tiles, µ-system, TDAQ, HGTD 

……. 2037 with 3000 evts/fb

TIMELINE

�68
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7TeV	Run	1
8TeV	Run	1
13TeV	Run	2
14TeV	Run	3	(Phase-I)
14TeV	Run	>	3	(Phase-II)
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ATLAS is engaged in several upgrades 
Maintain trigger capability for low pT objects 
Replace detectors as pile-up and radiation increase, preserving or improving detector performance 
Include new detector (e.g. HGTD) to improve pile-up rejection and gain redundancy 

2014 Insertable B-layer 
2017-2018 Fast TracK Trigger being commissioned 
2019-2020 - LS2  Mainly trigger upgrade 

New Small Wheel  
LAr trigger upgrade 
TDAQ upgrade 

2024-2025 - LS3 Replace detectors and electronics when necessary 
Inner tracker ITk 
LAr & Tiles electronics + Tiles mini-drawers 
Muon chambers improvement 
TDAQ

CONCLUSIONS - OUTLOOK

�69

A bright futur for  ATLAS

And an exiting present in addition
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In two weeks (still LHC ramp-up), more 
data accumulated than in 2015! 
Data taking efficiency in 2018: ~93%

ATLAS Today

�70

ATLAS Run Coordinator: Masaya Ishino

2018 2018

Integrated luminosity vs day Integrated luminosity per day
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BACKUP
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TRIGGER at HL-LHC: example menu

�72
Frank Winklmeier • Phase-2 TDAQ Upgrade Status • ATLAS Upgrade Week • 19 Apr 2018 4

Run-4 TDR Trigger Menu / Physics

Run-4 Trigger Menu
 Example menu used in TDR

 Relevant for rates and CPU estimates

Menu will evolve continuously
 Physics, Performance and Event Selection (PPES) 

group setup for discussions between performance, 

physics and trigger communities

 Meetings Friday 15:00 (as needed)

Indico: https://indico.cern.ch/category/5648/

Egroup: atlas-tdaq-phase2-upgrade

 Open to all interested in Phase-II Physics

 Several areas that require performance studies 

 Can be relevant already for Phase-I (e.g. taus)

 Will influence L0 algorithm firmware 

 Get in contact with Anna Sfyrla & Sarah Demers
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Preserve or improve low pT threshold for high precision physics

TRIGGER for RUN-4

�73
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ATLAS Phase-II Upgrade
Trigger and Data Acquisition

Technical Design Report
Draft 1.0, 15th December 2017 16:52
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Figure 2.2: The integrated acceptance as a function of the single lepton pT threshold for four repre-
sentative channels: W ! `⌫, H ! ⌧⌧bb̄, tt , and a compressed spectrum SUSY model relevant for
“Well-tempered Neutralino” motivated models. The Phase-II TDAQ upgrade would enable lowering
the single lepton threshold to 20 GeV from 50 GeV, the projected threshold without the upgrade.

with the Run 2 scaled result. The main background that would increase at lower lepton pT is721

the fake e or µ leptons background, but they are not a major background in the analysis. The722

acceptance scaling is therefore expected to be a reliable estimate of the gain from reducing the723

threshold to 20 GeV, giving a ⇡ 70% gain in sensitivity, equivalent to having ⇡ 3⇥ more data
than in the no-upgrade scenario with a 50 GeV trigger threshold.724

2.2 Physics Signatures with Two Leptons725

Even with a low single-lepton pT threshold, dilepton triggers are needed to augment the ac-726

ceptance in certain channels. Figure 2.4 shows the acceptance as a function of the leading and727

subleading lepton pT thresholds for VBF H ! ⌧⌧ with both ⌧ leptons decaying to e or µ leptons728

and for the same compressed spectrum SUSY model, but with a more difficult mass splitting.729

The SUSY model acceptance is relative to a preselection of two leptons with pT > 3 GeV and730

E
miss
T > 50 GeV that is used for simulation in the current (Run 2) analysis. A dilepton trig-731

ger with a threshold of 10 GeV on each lepton gives a substantial gain in acceptance in the732

SUSY model. The relative acceptance gains compared to a single-lepton trigger for the SUSY733

model is 39% while for VBF H ! ⌧⌧ it is only about 7%5. Including a moderately low dilepton734

threshold will improve the sensitivity to the broad, interesting class of signatures with small735

mass splittings similar to the SUSY model shown. Figure 2.4 also shows that in the no-upgrade736

scenario, a dilepton trigger does not have a high acceptance for these channels and will not737

effectively recover acceptance loss of the high single lepton trigger threshold. Finally, without738

the upgrade, the muon efficiencies would be significantly reduced, which has a large effect on
the dimuon triggers because they are impacted by the square of the efficiency.739

5One can get these numbers by comparing the (20 GeV,10 GeV) point to the (10 GeV,10 GeV) point. For example,
for the SUSY model, 15% of events pass the (20 GeV,10 GeV) selection and 26% pass the (10 GeV,10 GeV) selection,
which means that 11% acceptance is added. That can then be compared to the (20 GeV,0 GeV) which corresponds to
the single lepton trigger and has an acceptance of 28%, giving a relative gain of 11%/28% = 39%.
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Figure 2.9: Expected 95% C.L. upper limit on the cross-section ratio �(HH ! 4b)/�(HH ! 4b)SM as
a function of the minimum pT requirement applied to the fourth-leading jet, assuming that systematics
are not a strong limitation on the result. Results with systematics show similar trigger impacts. For a
more detailed discussion, see Section 6.13.

show similar trigger impacts. For a more detailed discussion of the analysis and the impact of788

the system design on it, see Section 6.13. The Standard Model HH ! 4b non-resonant process789

cannot be observed with this channel alone, but the analysis would be sensitive to an enhanced
cross-section due to anomalous Higgs self-couplings.790

Di-jet resonance searches can be motivated by a variety of physics models. In particular,
resonances with relatively small couplings to visible matter have been motivated by recent dark791

matter models [2.3][2.7]. Figure 2.6 shows a summary of the ATLAS bounds on the coupling792

gq as a function of the Z
0 resonance mass. At high mass, above ⇠ 1.5TeV (dark blue line), the793

single jet trigger is used. For di-jet resonances with masses below ⇠ 1 TeV, triggers are designed794

to select an ISR jet (purple line) or photon (red line, see also Section 2.3) present in the process795

rather than the decay products of the resonance. The jet pT threshold affects the lower bound of796

the di-jet+ISR search with ISR jet. This is because the trigger selection of a high-pT ISR jet biases797

the distribution of the invariant mass of the second and third leading jet for the QCD multijet
background, which is problematic for the background estimation used in these searches.798

The single-jet pT threshold is driven by the Event Filter output limitation. The rate of high-
pT single-jet events that can be accepted by the Level-0 and used for combinations with other799

signatures at the Event Filter is on the order of 25 kHz for HL-LHC; this corresponds to a pT800

threshold of 180 GeV. Such a rate is much larger than the maximum recording rate of 10 kHz.801

An alternative is to reduce the amount of recorded data for these events by recording only802

the reconstructed objects in the Event Filter instead of the full detector data. In order for this to803

work, the reconstruction in the Event Filter needs to be as close as possible to a well understood804

offline reconstruction. This has been implemented in Run 2 and the result is shown by the light805

blue line in Fig. 2.6 (named TLA in the legend). It provides a substantial gain in sensitivity in806

the ⇠ 450 � 1000 GeV Z
0 mass range (purple line in the figure). This illustrates the value of807

a low single-jet threshold and reconstruction in the Event Filter that closely follows the offline808

reconstruction (including having tracking available for pile-up mitigation and calibrations).809

26 2 Physics Motivation for the Phase-II TDAQ Upgrade

N
ot

re
vi

ew
ed

,f
or

in
te

rn
al

ci
rc

ul
at

io
n

on
ly

ATLAS Phase-II Upgrade
Trigger and Data Acquisition

Technical Design Report
Draft 1.0, 15th December 2017 16:52

100 150 200 250 300 350 400
Missing Energy Threshold [GeV]

0
0.05

0.1
0.15
0.2

0.25
0.3

0.35
0.4

0.45
0.5

Ac
ce

pt
an

ce

Compressed SUSY
= 200 GeV)

0
0χ

= 220 GeV,m
2
0χ

 (m
bbνν →ZH 

ATLAS Simulation
 = 14 TeVs

Target
Threshold

No
Upgrade

Figure 2.11: The integrated acceptance as a function of the missing transverse energy threshold for
representative channels. A representative compressed SUSY model and ZH ! ⌫⌫bb are shown.

target threshold of ⇠ 200 GeV is achievable in the baseline upgrade scenario.834

2.7 Physics Signatures with Forward Electrons835

The capability for triggering on forward electrons adds acceptance to the trigger system for836

Phase-II. The acceptance for lepton triggers is generically enhanced, but the forward trigger in837

particular extends the coverage for high-rapidity electroweak bosons. Central (C) and forward838

(F) electrons are defined to be those with |⌘| < 2.5 and |⌘| > 2.5, respectively. Candidate839

Z ! ee events can be classified as CC, CF, and FF. Figure 2.12 shows the distribution of Z840

boson rapidities accessible by the central trigger (CC and CF) and those only accessible with a841

forward trigger (FF). This extended reach in boson rapidity translates into an increased reach842

for determining the proton Parton Distribution Function (PDF). In particular, the large and843

small x regions are significantly impacted. The impact will be similar to the impact of recent844

LHCb [2.8] measurements on PDFs [2.9], but with significantly greater statistical power (and a
systematic benefit of measuring the central and forward regions in the same experiment).845

2.8 Physics Signatures with Exotic Objects846

Some new physics scenarios produce signatures which are not identified by the standard set of847

reconstructed objects (e, µ, ⌧ , jet,...). For example, long-lived particles (LLPs) might not have848

tracks associated with them, or might not point back the the beamline as prompt objects do. In849

addition, models such as ⌧ ! µµµ and muon-jets resulting from Hidden Valley models [2.10]850

can result in close-by muons that are not identified with high efficiency. Figure 2.13, shows the851

opening angle between muons in a Hidden Valley model which is much smaller than the cur-852

rent system can resolve (approximately 0.2 in ��(µ, µ)). In the no-upgrade scenario, these can853

only be recorded by the single muon trigger (estimated to be 25 GeV, with the poor acceptance854

described in Section 3.2.2). In the upgraded scenario, a dedicated trigger is under development855

for a dimuon trigger with a pT threshold of ⇡10 GeV. The near-by muon conditions would be856

implemented in the new muon system Sector Logic, NSW Trigger Processor, and MDT trigger
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