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Standard Model

SM is a very successful theory of the matter and 
force.

Compatibility with many experiment results 
with very high precision.

No significant deviations were observed.
All the fundamental particles are already 
found (Higgs in 2012)
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from wikipedia

But, there are some problems,
Hierarchy problem
Dark matter and dark energy
Gravity is not in the theory
…

SM can be a low-energy approximation of new physics
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Supersymmetry

Spacetime symmetry which relates bosons and fermions

Solves problems of SM 

Another set of particles with 1/2 spin difference

• squarks (stop, sbottom etc), sleptons, chargenos, neutralinos and 
higgsino

3

(Illustration: CERN & IES de SAR)
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Mass eigenstates and flavor eigenstates are not the same for quarks 
and neutrinos

• Flavor mixing

• Quarks : CKM matrix

• Neutrinos : PMNS matrix

Flavor Mixing in SM

4
LFV in charged sector is forbidden because it is not observed

Neutrino oscillation

li → lj transitions through W-ν mediation is suppressed (GIM)

μ e

γ

νμ νe

W

58 T. Mori, W. Ootani / Progress in Particle and Nuclear Physics 79 (2014) 57–94
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1. Introduction

The existence of three generations of elementary particles is one of the deepest mysteries of nature and may be related
to some hidden symmetry of the Universe. At present no definitive explanation for the origin of the generations or flavours
of particles exists.

In the past, studies of the particle flavours often provided hints of new physics that was not directly accessible at the
time and helped to resolve various mysteries. For example, the GIM mechanism [1], introduced to explain the absence of
the flavour changing neutral current (FCNC), predicted the existence of a fourth quark, charm, when only three quarks
were known to exist; Kobayashi and Maskawa hypothesised three generations of quarks [2] to account for CP violation
observed in the neutral Kaons [3], which later lead to a prediction of large CP violation in the B mesons; unexpectedly
large particle–antiparticle mixing of the neutral B mesons [4] hinted at an unexpectedly heavy mass of the then unseen top
quark. And, most recently, the tiny masses of neutrinos, evidenced by neutrino oscillations, could point to the existence of
extremely heavy Majorana neutrinos (the ‘‘seesaw mechanism’’ [5]) and ‘‘leptogenesis’’, a scenario in which CP violation in
the neutrinos (Majorana phases) might be the origin of matter–antimatter asymmetry in the Universe [6].

Flavour symmetry is known to be badly broken. Neutrinos oscillate almost freely among the three generations and FCNC
processes such as b ! s� are observed in quarks. In charged leptons, however, no FCNC process has ever been observed yet.
This seemingly strict flavour conservation observed only in charged leptons is due to tiny neutrino masses relative to the
electroweak scale. For example, a FCNC muon decay, µ ! e� , where a muon converts into an electron and a photon, can
proceed through aneutrino oscillation ⌫µ ! ⌫e in the intermediate state (Fig. 1(a)). However its branching ratioB(µ ! e� )
turns out to be negligibly small:

B(µ ! e� ) = 3↵
32⇡

�����
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i=2,3
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µiUei

�m2
i1

M2
W

�����

2

' 10�54 (1)

where Uij is the Pontecorvo–Maki–Nakagawa–Sakata (PMNS) matrix of neutrino mixings and �m2
ij are the mass squared

differences between the neutrinos. Flavour is conserved in charged leptons with a very high precision; any observation of
flavour violation in charged leptons, or ‘‘charged lepton flavour violation’’ (cLFV), such as µ ! e� will definitely constitute
existence of new physics beyond the standard model.

On the other hand, any new physics scenario, supersymmetry or extra dimensions, tends to introduce rather large cLFV
because no fundamental principle prevents cLFV. To avoid unacceptably large cLFV in a supersymmetric scenario, it is a
common practice to assume flavour universality in supersymmetry breaking. In a supersymmetric grand unified theory
(GUT) or a supersymmetric seesaw model, however, sizeable cLFV couplings naturally arise at the weak scale through the
renormalisation group running of the soft-breaking terms. Such cLFV couplings lead to experimentally observable rates
for cLFV processes through loop diagrams as shown in Fig. 1(b). As an example, branching ratios of cLFV processes in
a supersymmetric seesaw model with three ultra-heavy right-handed Majorana neutrinos are plotted in Fig. 2 [10]. The
predicted branching ratios are within a near-future experimental reach for these cLFV processes, B(µ ! e� ) ⇠ O(10�14)
and B(⌧ ! µ� ) ⇠ O(10�9). Note that recently measured neutrino mixing angle ✓13 ⇠ 9° points to a higher branching
ratio for µ ! e� , making µ ! e� more experimentally competitive than ⌧ ! µ� in this model.

In this article we focus on cLFV processes of muons. The best experimental sensitivities to new physics have been and
will continue to be achieved by muon cLFV processes, rather than tau cLFV processes or (semi-)leptonic cLFV decays of
hadrons. This is because an enormous amount of muons are and will be available at existing and planned muon beam lines



R.Sawada Oxford 2016

CLFV and Physics beyond SM
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In many new theories beyond the SM, LF conservation is naturally violated.

μ e

γ

μ e

χ0~

~ ~
New physics at very high energy scale

An observation of CLFV would be a clear evidence of the new physics

SUSY-GUT
SUSY-Seesaw
Extra dimension
...

3.3—3.6 σ deviation of observed muon g-2 (anomalous magnetic dipole moment)
can be a hint of new physics which relates to muon

Large neutrino mixing angle θ13 : 9 deg
Large CLFV in new physics

Discovered Higgs is light : 125 GeV
Higgs is likely to be elementary

Excess of LFV Higgs decay : 2.4σ excess of h→μτ by CMS

Several observations which suggests large lepton flavor violation in 
charged sector (CLFV) signal



R.Sawada Oxford 2016

CLFV and LHC

6

Paul de Jong, Experimental challenges for SUSY (and other new physics) searches at the LHC 13/14

CLFV  rare decay searches are complementary to direct searches in LHC

(electroweak) gauginos 

Warning!  These simplified models can fool the reader quite a bit! 
Read the small print! 

33 
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CLFV channels

7

μ→eγ

μN→eN

τ→eγ

μ→eee
μ→eγγ

τ→μγ
τ→μμμ

τ→eee

K→πμe

Z→μe
qq→μτ

qq→eμ
τ→μhh

τ→ehh

None of them are discovered

ep→μX
νμN→τX
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Ratio of channels

8

M.Blanke et al., Acta Phys.Polon.B41(2010)657

ratio LHT MSSM (dipole) MSSM (Higgs)

Br(µ�!e�e+e�)

Br(µ!e�)
0.02. . . 1 ⇠ 6 · 10�3 ⇠ 6 · 10�3

Br(⌧�!e�e+e�)

Br(⌧!e�)
0.04. . . 0.4 ⇠ 1 · 10�2 ⇠ 1 · 10�2

Br(⌧�!µ�µ+µ�
)

Br(⌧!µ�)
0.04. . . 0.4 ⇠ 2 · 10�3 0.06 . . . 0.1

Br(⌧�!e�µ+µ�
)

Br(⌧!e�)
0.04. . . 0.3 ⇠ 2 · 10�3 0.02 . . . 0.04

Br(⌧�!µ�e+e�)

Br(⌧!µ�)
0.04. . . 0.3 ⇠ 1 · 10�2 ⇠ 1 · 10�2

Br(⌧�!e�e+e�)

Br(⌧�!e�µ+µ�
)

0.8. . . 2.0 ⇠ 5 0.3. . . 0.5

Br(⌧�!µ�µ+µ�
)

Br(⌧�!µ�e+e�)

0.7. . . 1.6 ⇠ 0.2 5. . . 10

R(µTi!eTi)

Br(µ!e�)
10�3 . . . 102 ⇠ 5 · 10�3 0.08 . . . 0.15

Table 3: Comparison of various ratios of branching ratios in the LHT model (f = 1TeV)

and in the MSSM without [92,93] and with [96,97] significant Higgs contributions.

7 Conclusions

We have presented an update of our 2006-2007 results for FCNC processes in the LHT

model, including the previously missed O(v2/f 2) contribution to Z0-penguin diagrams

and updating some theoretical and experimental inputs. We have identified the most

evident LHT e↵ects in both the quark and lepton sectors and pointed out the decay

channels that could allow for a clear distinction from other NP models. The main

results of this analysis are summarised below.

While the data on "K provide a stringent constraint on the LHT parameter space,

much less fine-tuning is needed to fulfil this constraint than in the RS model with cus-

todial protection.

In the kaon system large enhancements of the branching ratios Br(KL ! ⇡0⌫⌫̄),

Br(K+ ! ⇡+⌫⌫̄) and Br(KL ! ⇡0`+`�) with respect to the SM predictions are possible.

Though the removal of the divergence reduces these enhancements by approximately a

factor of two, the strong correlations among them are not modified and provide a useful

tool to distinguish the LHT model from other NP scenarios. Another interesting LHT

correlation, which we have studied here for the first time, is between Br(K+ ! ⇡+⌫⌫̄)

and Br(KL ! µ+µ�), pointing out that it is opposite and therefore distinguishable from

the correlation predicted in the custodially protected RS model. Moreover, Br(KL !
µ+µ�)

SD

in the LHT model can be as large as 2.5 · 10�9, that is much larger than the

19

Searches for different channels are complementary.

γ, Z

μ e

e

e

q

μ e

q

e.g.
   Only loop effects are    
   relevant to μ→eγ 

   μ-e conversion, 
  μ→eee can be
   mediated by tree-level
   couplings

H, Z’,...
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Current status of CLFV experiments

9
T. Mori and W. Ootani, Prog. Part. Nucl. Phys. 79, 57 (2014).

T. Mori, W. Ootani / Progress in Particle and Nuclear Physics 79 (2014) 57–94 63

Fig. 5. Experimental upper limits (90% C.L.) on cLFV muon processes as a function of the year where the µ ! 3e and µ�N ! e�N bounds are converted
into equivalent µ ! e� bounds by using Eqs. (6) and (7). The corresponding new physics scale ⇤ for  = 0, defined in Eqs. (9) and (10), is also indicated.

with a detection efficiency ✏ ⇡ O(1%) in a few years of data taking (T ⇡ O(107) s), a DCmuon rate of 1013/✏/T ⇡ 107–108/s
is necessary. Such a high rate DC muon beam is currently only available at Paul Scherrer Institute (PSI), Switzerland. PSI’s
590 MeV isochronous ring cyclotron constantly supplies a 2.2 mA proton beam with 50.6 MHz RF time structure. Since
the muon life time of 2 µs is much longer than the RF structure, the muon decay rate becomes constant (DC) without any
time structure. The cyclotron is currently being upgraded and its beam current is planned to increase eventually to 3.0 mA,
approaching an unrivalled beam power of 1.8 MW.

Major experimental challenges are (1) a good photon energy resolution to suppress background photons from radiative
muon decays and annihilation of positrons in material, and (2) precise measurements of positrons in the high rate environ-
ment of 107–108 positrons per second.

The MEG experiment at PSI, which finished data taking in summer 2013, obtained the world’s best upper bounds on
B(µ ! e� ) < 5.7⇥ 10�13 at 90% C.L. [7] using ⇠1/2 of the data taken. The final result of MEG is expected during the year
2014. Currently at PSI, preparations are underway for the MEG II experiment, an upgrade of MEG, which plans to start data
taking in 2016 with a goal of achieving an order of magnitude better sensitivity than MEG in three years’ data taking.

1.2.2. µ+ ! e+e�e+
Searches for the µ ! 3e decay also require positive muons to avoid muonic atom formation just like µ ! e� searches.

With three particles in the final state, they also suffer from accidental coincidences: positrons from normal muon decays
coincidewith e+e� pairs fromphoton conversions or fromBhabha scattering of positronswith atomic electrons. Tominimise
the accidental background, a DC muon beam, one as constant in time as possible, should be used.

With the presently available DC muon beam at PSI (⇠1 ⇥ 108 muons/s), an improvement in sensitivity by two orders
of magnitude over the current 90% CL upper bound on B(µ ! 3e) < 1.0 ⇥ 10�12 [20] may be possible. However, a much
more intense muon source of �109 is required to become competitive with the existing upper bound on B(µ ! e� ) <
5.7 ⇥ 10�13 [7]. A new high intensity muon beamline, ‘‘High Intensity Muon Beam’’ (HIMB), that can provide >109 muons
per second, has been proposed and is under serious consideration at PSI [31]. An upgrade plan of the proton accelerator
complex at Fermilab (Proton Improvement Plan-II (PIP-II)) aimed at providing a beam power of at least 1 MW on target at
the initiation of the long baseline neutrino facility (LBNF) is embeddedwithin a longer-term concept for upgrades to achieve
multi-MW, continuous wave capabilities, which could accommodate a high intensity muon source [32].

Amajor experimental challenge for aµ ! 3e search is precise tracking and vertexing of positrons and electrons in a high
rate environment of >109 muon decays per second. Tracking detectors must have low momentum thresholds and cover a
large solid angle to efficiently measure three-body final states of µ ! 3e decays. Because of this daunting challenge, no
experiment had been proposed for more than a quarter century since the last experiment. Recent advances in ultra-thin
silicon pixel detector technology, however, seems to rise to the challenge. The mu3e experiment [33], recently proposed at
PSI, envisages to use High Voltage Monolithic Active Pixel Sensors (HV-MAPS) to realise ultra-thin tracking detectors that
minimisemultiple scattering and energy loss for precise tracking and vertexing. The first phase ofmu3ewill use the existing
beamline to achieve an O(10�15) sensitivity, but the second phase for O(10�16) requires realisation of the HIMB.

future projects
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New physics models and CLFV

10

JHEP11(2006)090

 10-15

 10-14

 10-13

 10-12

 10-11

 10-10

 10-9

 10-8

 10-14  10-13  10-12  10-11  10-10  10-9  10-8  10-7

B
R

 (
µ

→
 e

 γ
)

BR (τ → µ γ)

SPS 1a

mN1 = 1010 GeV, mN2 = 1011 GeV

mν1 = 10-5 eV
0 ≤ |θ1| ≤ π/4

0 ≤ |θ2| ≤ π/4

θ3 = 0

mN3 = 1012 GeV

mN3 = 1013 GeV

mN3 = 1014 GeV

θ13 =   1°
θ13 =   3°
θ13 =   5°
θ13 = 10°

mN3 = 1012 GeV

Figure 14: Correlation between BR(µ → e γ) and BR(τ → µ γ) as a function of mN3
, for SPS

1a. The areas displayed represent the scan over θi as given in eq. (4.3). From bottom to top, the
coloured regions correspond to θ13 = 1◦, 3◦, 5◦ and 10◦ (red, green, blue and pink, respectively).
Horizontal and vertical dashed (dotted) lines denote the experimental bounds (future sensitivities).

Given that, as previously emphasised, µ → e γ is very sensitive to θ13, whereas this is not

the case for BR(τ → µ γ), and that both BRs display the same approximate behaviour

with mN3
and tan β, we now propose to study the correlation between these two observ-

ables. This optimises the impact of a θ13 measurement, since it allows to minimise the

uncertainty introduced from not knowing tanβ and mN3
, and at the same time offers a

better illustration of the uncertainty associated with the R-matrix angles. In this case,

the correlation of the BRs with respect to mN3
means that, for a fixed set of parameters,

varying mN3
implies that the predicted point (BR(τ → µ γ), BR(µ → e γ)) moves along

a line with approximately constant slope in the BR(τ → µ γ)-BR(µ → e γ) plane. On the

other hand, varying θ13 leads to a displacement of the point along the vertical axis. In

figure 14, we illustrate this correlation for SPS 1a, and for the previously selected mN3
and

θ1,2 ranges (c.f. eq. (4.3)). We consider the following values, θ13 = 1◦, 3◦, 5◦ and 10◦, and

only include the BR predictions allowing for a favourable BAU. In addition, and as done

throughout our analysis, we have verified that all the points in this figure lead to charged

lepton EDM predictions which are compatible with present experimental bounds. More

specifically, we have obtained values for the EDMs lying in the following ranges (in units

of e.cm):

10−39 ! |de| ! 2 × 10−35 , 6 × 10−37 ! |dµ| ! 1.5 × 10−32 , 10−34 ! |dτ | ! 4 × 10−31 .

(4.4)

For a fixed value of mN3
, and for a given value of θ13, the dispersion arising from

a θ1 and θ2 variation produces a small area rather than a point in the BR(τ → µ γ)-

BR(µ → e γ) plane. The dispersion along the BR(τ → µ γ) axis is of approximately one

– 29 –

Figure 12: Correlation between µ ! e� and µ ! e conversion in Ti as obtained from

a general scan over the LHT parameters. The shaded area represents the present (light)

and future (darker) experimental constraints. The solid blue line represents the dipole

contribution to R(µTi ! eTi).

from models like the MSSM in which the dipole operator, displayed by the blue line,

yields the dominant contribution to Br(µ� ! e�e+e�) [92, 93]. It is clear from Fig. 11

that an improved upper bound on µ ! e�, which should be available from the MEG

experiment in the next years (shown by the dark grey area in Fig. 11), and in particular

its discovery will provide important information on µ� ! e�e+e� within the model in

question.

Next in Fig. 12 we show the µ ! e conversion rate in titanium (Ti), as a function of

Br(µ ! e�). We observe that the correlation between these two modes is much weaker

than the one between µ ! e� and µ� ! e�e+e�. Consequently, the ratio of these

two rates may again di↵er significantly from the prediction obtained in models where

the dipole operator is dominant. Such a distinction is however not possible for some

regions of the LHT parameter space, where the a priori dominant Z0-penguin and box

contributions cancel due to a destructive interference in R(µTi ! eTi).

In order to quantify how naturally a suppression of the µ ! e� decay rate below

the present experimental bounds can be obtained, we consider how much fine-tuning is

necessary to fulfil this bound. We would like to remind the reader that the measure

of fine-tuning �
BG

defined in (5.1) indicates the sensitivity of a particular observable

with respect to a small change in the model parameters. It by no means allows to make

statements for instance about the structure of the mixing matrices or the mass spectrum

of the model, but only about how rapidly an observable changes in the neighborhood of

a particular parameter configuration. No more than that the BG fine-tuning indicates
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this experiment are included in Fig. 5. Both the !! 3"
and !! 3e modes at a super-B factory will constrain the
anarchic RS parameter space. The LHC also has sensitivity
to rare ! decays [30]; however, the projected sensitivities
are slightly weaker than the current B-factory constraints,
and have not been included. The expected sensitivities to
rare ! decays at a future linear collider are also weaker than
the limits set by the B-factories. Although the MKK !
1 TeV scales probed with !! l1 !l2l3 decays are lower
than those constrained by "" e conversion and "! 3e,
we stress that different model parameters are tested by each
set of processes.

B. Scan for the bulk Higgs field scenario

We now present the results of our scan over the bulk
Higgs parameter space. For the scan we set # # 0; we
present separately the # dependence of the most important
constraints.

We again begin by considering muon initiated processes.
The constraints from "! 3e and "" e conversion are
highly correlated, as we saw in the previous subsection.
Since the bounds from "" e conversion are stronger, we
focus on this and "! e$. We show in Fig. 6 scatter plots
of the predictions for BR$"! e$% and Bconv coming from
our scan of the RS parameter space, for the KK scales
MKK # 3, 5, 10 TeV. For "! e$ we include both the
current constraint from the Particle Data Group [24] and
the projected sensitivity of MEG [18]. The current bounds
from "! e$ are quite strong; from the MKK # 3 TeV

plot in Fig. 6, we see that only one parameter choice
satisfies the BR$"! e$% bound. This point does not sat-
isfy the "" e conversion constraint. We can estimate that
it would satisfy both bounds for MKK > 3:1 TeV. In our
scan over 1000 sets of model parameters the absolute
lowest scale allowed is thus slightly larger than 3 TeV.
Also, a large portion of the parameter set at both 5 and
10 TeV conflict with these bounds. We again find the need

FIG. 6 (color online). Scan of the "! e$ and "" e conversion predictions for MKK # 3, 5, 10 TeV and # # 0. The solid line
denotes the PDG bound on BR$"! e$%, while the dashed lines indicate the SINDRUM II limit on "" e conversion and the
projected MEG sensitivity to BR$"! e$%.

FIG. 7 (color online). Scan of the !! "$ and !! e$ pre-
dictions for MKK # 3 TeV and # # 0. The solid and dashed
lines are the current B-factory and projected super-B factory
limits, respectively.

AGASHE, BLECHMAN, AND PETRIELLO PHYSICAL REVIEW D 74, 053011 (2006)

053011-12

Given that both ‘i ! ‘j! and !a" ! "g" # gSM
" $=2 are

generated by dipole operators, it is natural to establish a
link between them. To this purpose, we recall the dominant
contribution to !a" is also provided by the chargino
exchange and can be written as

 !a" ! #
#2

4$
m2
"

!
"M2

m2
L

"g2c"M2
2=M

2
~‘
;"2=M2

~‘
$

"M2
2 #"2$ tan%;

(17)

with gc2"x; y$ defined as fc2"x; y$ in terms of

 gc2"a$ !
"3# 4a% a2 % 2 loga$

"a# 1$3 : (18)

It is then straightforward to deduce the relation

 

B"‘i ! ‘j!$
B"‘i ! ‘j&‘i "&‘j$

! 48$3#
G2
F

#!a"
m2
"

$
2

&
#f2c"M2

2=M
2
~‘
;"2=M2

~‘
$

g2c"M2
2=M

2
~‘
;"2=M2

~‘
$

$
2
j'ijLLj2:

(19)

To understand the relative size of the correlation, in the
limit of degenerate SUSY spectrum we get
 

B"‘i ! ‘j!$ '
# !a"

20& 10#10

$
2

&
% 1& 10#4j'12

LLj2 ("! e);
2& 10#5j'23

LLj2 ((! "):
(20)

A more detailed analysis of the stringent correlation be-

tween the ‘i ! ‘j! transitions and !a" in our scenario is
illustrated in Fig. 6. Since the loop functions for the two
processes are not identical, the correlation is not exactly a
line; however, it is clear that the two observables are
closely connected. We stress that the numerical results
shown in Fig. 6 have been obtained using the exact for-
mulas reported in Ref. [41] for the supersymmetric con-
tributions to both B"‘i ! ‘j!$ and !a" (the simplified
results in the mass-insertion approximations in Eqs. (15)–
(19) have been shown only for the sake of clarity). The
inner dark-gray (red) areas are the regions where the
B-physics constraints are fulfilled. In our scenario the
B-physics constraints put a lower bound on MH and there-
fore, through the funnel-region relation, also on M1;2 (see
Figs. 3 and 4). As a result, the allowed ranges for !a" and
B"‘i ! ‘j!$ are correspondingly lowered. A complemen-
tary illustration of the interplay of B-physics observables,
dark-matter constraints, !a", and LFV rates—within our
scenario—is shown in Fig. 7.9

The normalization j'12
LLj ! 10#4 used in Figs. 6 and 7

corresponds to the central value in Eq. (14) for c& ! 1 and
M&R ! 1012 GeV. This normalization can be regarded as a
rather natural (or even pessimistic) choice.10 As can be

FIG. 6 (color online). Expectations for B""! e!$ and B"(! "!$ vs !a" ! "g" # gSM
" $=2, assuming j'12

LLj ! 10#4 and j'23
LLj !

10#2. The plots have been obtained employing the following ranges: 300 GeV * M~‘ * 600 GeV, 200 GeV * M2 * 1000 GeV,
500 GeV * " * 1000 GeV, 10 * tan% * 50, and setting AU ! #1 TeV, M~q ! 1:5 TeV. Moreover, the GUT relations M2 ' 2M1

and M3 ' 6M1 are assumed. The inner (red) areas correspond to points within the funnel region which satisfy the B-physics
constraints listed in Sec. III B [B"Bs ! "%"#$< 8& 10#8, 1:01<RBs! < 1:24, 0:8<RB(& < 0:9, !MBs ! 17:35+ 0:25 ps#1].

9For comparison, a detailed study of LFV transitions imposing
dark-matter constraints—within the constrained MSSM with
right-handed neutrinos—can be found in Ref. [42].

10For M&R , 1012 GeV other sources of LFV, such as the
quark-induced terms in grand unified theories cannot be ne-
glected [43]. As a result, in many realistic scenarios it is not
easy to suppress LFV entries in the slepton mass matrices below
the 10#4 level [38].

FLAVOR PHYSICS AT LARGE TAN % WITH A . . . PHYSICAL REVIEW D 75, 115019 (2007)

115019-9

G.Isidori, et al., PRD75(2007)115019

M.Blanke et al., Acta Phys.Polon.B41(2010)657

S. Antusch, et al., JHEP11(2006)090

K.Agashe, et al., PRD74(2006)053011

SUSY-Seesaw
SUSY-GUT

Little Higgs
Extra dimensions

θ13 ~ 9°
(Daya Bay, RENO, Double 
Chooz, T2K, MINOS)

g-2

B
el

le
/B

A
B

A
R

SINDRUM IISINDRUM II
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CLFV is forbidden in SM

Strong signals are predicted by new physics

• A discovery of CLFV is a clear evidence of new physics

There are several observations which suggest the existence of CLFV

CLFV searches are complementary to the high-energy frontier

Several CLFV searches are complementary to understand new 
physics

μ→eγ has been a leading channel of CLFV searches

• The most stringent limit given by the MEG experiment

• Br < 5.7×10-13 in previous result published in 2013 (Phys. Rev. 
Lett. 110, 201801)

• New results will be presented in this talk.

11
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MEG
μ→eγ 

12
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What’s Necessary for !"e# Search?

• Signal

• Back-to-back

• Mono-energetic 

Ee=52.8MeV E#=52.8MeV

• Coincident in time e+
!+

"

ν
ν

! e+"+

ν
ν

• A lot of muons

• High intensity !+ beam

• High duty factor to minimize accidental background

• Good detector

• Precise measurements of energy, timing and angle both for positron and gamma

• Capability to identify pileups 

• Background

• Prompt background: !"e#$$

• “Accidental” overlap: !"e$$ + %

180°

e+

!+

"

Predominant

What’s Necessary for !"e# Search?

• Signal

• Back-to-back

• Mono-energetic 

Ee=52.8MeV E#=52.8MeV

• Coincident in time e+
!+

"

ν
ν

! e+"+

ν
ν

• A lot of muons

• High intensity !+ beam

• High duty factor to minimize accidental background

• Good detector

• Precise measurements of energy, timing and angle both for positron and gamma

• Capability to identify pileups 

• Background

• Prompt background: !"e#$$

• “Accidental” overlap: !"e$$ + %

180°

e+

!+

"

Predominant

What’s Necessary for !"e# Search?

• Signal

• Back-to-back

• Mono-energetic 

Ee=52.8MeV E#=52.8MeV

• Coincident in time e+
!+

"

ν
ν

! e+"+

ν
ν

• A lot of muons

• High intensity !+ beam

• High duty factor to minimize accidental background

• Good detector

• Precise measurements of energy, timing and angle both for positron and gamma

• Capability to identify pileups 

• Background

• Prompt background: !"e#$$

• “Accidental” overlap: !"e$$ + %

180°

e+

!+

"

Predominant

What’s Necessary for !"e# Search?

• Signal

• Back-to-back

• Mono-energetic 

Ee=52.8MeV E#=52.8MeV

• Coincident in time e+
!+

"

ν
ν

! e+"+

ν
ν

• A lot of muons

• High intensity !+ beam

• High duty factor to minimize accidental background

• Good detector

• Precise measurements of energy, timing and angle both for positron and gamma

• Capability to identify pileups 

• Background

• Prompt background: !"e#$$

• “Accidental” overlap: !"e$$ + %

180°

e+

!+

"

Predominant

Signal & Background

13

• Signal

• μ+ decay at rest

• 52.8MeV (half of Mμ) (Eγ,Ee)

• Back-to-back (θeγ,φeγ)

• Timing coincidence (Teγ)

• Radiative muon decay  (RMD)

• μ → eννγ 

• Timing coincident, not back-to 
back, <52.8MeV

• Accidental background

• Michel decay e+ +  random γ

• γ from RMD or annihilation in 
flight (AIF) of positrons

• Random timing, angle, <52.8MeV
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Background spectra

Good resolution to reduce background 
High rate positron measurement
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Key items for μ→eγ experiments

Very high rate μ beam and stopping efficiency on target

Large acceptance and high detection efficiency of the detector

Good resolution for relatively low (52.8 MeV) energy particles

Low material budget hit by positrons
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High statistics
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low  
Background 

rate
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MEG Experiment
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Waveform digitizer for all detectors

Special gradient magnetic field
 Sweeps out high rate e+ quickly
 Constant bending radius of e+

Ultra thin material
Precise e+ tracking

Precise e+ timing
Plastic scintillator + PMTs

2.7 ton of liquid xenon
Homogeneous detector

Good time, position, energy resolution

The most intense DC muon beam, 3×107 μ/s @ PSI, Switzerland
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rate, sensitivity and background reduction are mandatory. The basic scenarios studied for a MEG upgrade

strategy are summarized in Tab. IV and involved the use of either a surface or sub-surface muon beam with

target thicknesses ranging from 100 - 250 µm. The muon stopping numbers are from Monte-Carlo simu-

lations based on real phase space measurements, while the target stopping rates are scaled from measured

muon intensities.

TABLE III: Shows a series of beam measurements taken at the intermediate collimator position and at the centre of

COBRA (CC), for a sub-surface muon beam of 25 MeV/c. No Degrader was used and the rates at CC are those of

muons arriving at the centre, for a proton beam intensity of 2.0 mA.

Slit opening Collimator position COBRA center

Rµ (Hz) at 2mA �x (mm) �y (mm) Rµ (Hz) at 2mA �x (mm) �y (mm)

250/280 9 · 107 21.8 18.6 7 · 107 9.6 10.1

115/115 3.5 · 107 21.4 15.5 2.9 · 107 8.9 8.8

70/70 6.5 · 106 20.4 15.8 5.8 · 106 8.4 8.3

TABLE IV: Monte-Carlo results for a Surface and Sub-surface muon beam + various target combinations based on a

proton beam intensity of 2.3 mA.

Beam Target Target US Tg DS Stop Rate 2.3mA Stopping Stopping Measuring

Tickness Angle Whole Target E�ciency Quality Time

(µ m) (deg) (%) (%) (%) x107Hz (%) Factor SQF yrs

Surface 250 20.5 8.4 75.3 16.2 9.6 82.3 3.0 2.2

Surface 205 20.5 7.2 65.9 26.8 8.4 71.1 1.7 2.5

Surface 180 20.5 7.3 61.6 31.0 7.8 66.5 1.4 2.7

Surface 160 20.5 9.3 57.5 33.2 7.3 63.4 1.2 2.9

Surface 140 20.5 13.7 53.4 32.8 6.8 62.0 1.0 3.1

Surface 100 20.5 23.6 41.8 34.5 5.3 54.8 0.6 4.0

Surface 180 15.0 5.7 64.9 29.3 8.2 68.9 1.5 2.6

Surface 160 15.0 7.6 62.3 29.9 7.9 67.6 1.3 2.7

Surface 140 15.0 7.5 59.4 33.0 7.5 64.3 1.2 2.8

Surface 120 16.0 9.7 52.8 37.4 6.7 58.6 0.9 3.1

Sub-Surf 250 20.5 5.8 78.4 15.7 8.2 83.4 3.5 2.6

Sub-Surf 205 20.5 5.3 70.2 24.3 7.3 74.3 2.1 2.9

Sub-Surf 140 20.5 17.3 60.7 22.0 6.3 73.4 1.4 3.3

Sub-Surf 100 20.5 32.5 47.8 19.7 5.0 70.8 1.1 4.2

Sub-Surf 180 15.0 4.8 69.6 25.6 7.2 73.1 1.9 2.9

Sub-Surf 160 15.0 5.5 66.6 27.8 6.9 70.6 1.6 3.0

Sub-Surf 140 15.0 7.2 64.8 27.8 6.7 69.6 1.4 3.1

Sub-Surf 120 16.0 9.7 59.1 31.0 6.1 65.6 1.1 3.4

In summary, the results show that both surface and sub-surface beams yield solutions within a reasonable

measuring time span of 3 years. The estimated stopping rate at a proton beam intensity of 2.3 mA is also
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rate, sensitivity and background reduction are mandatory. The basic scenarios studied for a MEG upgrade

strategy are summarized in Tab. IV and involved the use of either a surface or sub-surface muon beam with

target thicknesses ranging from 100 - 250 µm. The muon stopping numbers are from Monte-Carlo simu-

lations based on real phase space measurements, while the target stopping rates are scaled from measured
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rate, sensitivity and background reduction are mandatory. The basic scenarios studied for a MEG upgrade
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rate, sensitivity and background reduction are mandatory. The basic scenarios studied for a MEG upgrade

strategy are summarized in Tab. IV and involved the use of either a surface or sub-surface muon beam with

target thicknesses ranging from 100 - 250 µm. The muon stopping numbers are from Monte-Carlo simu-

lations based on real phase space measurements, while the target stopping rates are scaled from measured

muon intensities.
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rate, sensitivity and background reduction are mandatory. The basic scenarios studied for a MEG upgrade

strategy are summarized in Tab. IV and involved the use of either a surface or sub-surface muon beam with

target thicknesses ranging from 100 - 250 µm. The muon stopping numbers are from Monte-Carlo simu-

lations based on real phase space measurements, while the target stopping rates are scaled from measured

muon intensities.

TABLE III: Shows a series of beam measurements taken at the intermediate collimator position and at the centre of

COBRA (CC), for a sub-surface muon beam of 25 MeV/c. No Degrader was used and the rates at CC are those of

muons arriving at the centre, for a proton beam intensity of 2.0 mA.
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Sub-Surf 140 15.0 7.2 64.8 27.8 6.7 69.6 1.4 3.1
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In summary, the results show that both surface and sub-surface beams yield solutions within a reasonable

measuring time span of 3 years. The estimated stopping rate at a proton beam intensity of 2.3 mA is also
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rate, sensitivity and background reduction are mandatory. The basic scenarios studied for a MEG upgrade

strategy are summarized in Tab. IV and involved the use of either a surface or sub-surface muon beam with

target thicknesses ranging from 100 - 250 µm. The muon stopping numbers are from Monte-Carlo simu-

lations based on real phase space measurements, while the target stopping rates are scaled from measured

muon intensities.

TABLE III: Shows a series of beam measurements taken at the intermediate collimator position and at the centre of

COBRA (CC), for a sub-surface muon beam of 25 MeV/c. No Degrader was used and the rates at CC are those of

muons arriving at the centre, for a proton beam intensity of 2.0 mA.

Slit opening Collimator position COBRA center

Rµ (Hz) at 2mA �x (mm) �y (mm) Rµ (Hz) at 2mA �x (mm) �y (mm)
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proton beam intensity of 2.3 mA.

Beam Target Target US Tg DS Stop Rate 2.3mA Stopping Stopping Measuring

Tickness Angle Whole Target E�ciency Quality Time

(µ m) (deg) (%) (%) (%) x107Hz (%) Factor SQF yrs

Surface 250 20.5 8.4 75.3 16.2 9.6 82.3 3.0 2.2

Surface 205 20.5 7.2 65.9 26.8 8.4 71.1 1.7 2.5

Surface 180 20.5 7.3 61.6 31.0 7.8 66.5 1.4 2.7

Surface 160 20.5 9.3 57.5 33.2 7.3 63.4 1.2 2.9

Surface 140 20.5 13.7 53.4 32.8 6.8 62.0 1.0 3.1

Surface 100 20.5 23.6 41.8 34.5 5.3 54.8 0.6 4.0

Surface 180 15.0 5.7 64.9 29.3 8.2 68.9 1.5 2.6

Surface 160 15.0 7.6 62.3 29.9 7.9 67.6 1.3 2.7

Surface 140 15.0 7.5 59.4 33.0 7.5 64.3 1.2 2.8

Surface 120 16.0 9.7 52.8 37.4 6.7 58.6 0.9 3.1

Sub-Surf 250 20.5 5.8 78.4 15.7 8.2 83.4 3.5 2.6

Sub-Surf 205 20.5 5.3 70.2 24.3 7.3 74.3 2.1 2.9

Sub-Surf 140 20.5 17.3 60.7 22.0 6.3 73.4 1.4 3.3

Sub-Surf 100 20.5 32.5 47.8 19.7 5.0 70.8 1.1 4.2

Sub-Surf 180 15.0 4.8 69.6 25.6 7.2 73.1 1.9 2.9

Sub-Surf 160 15.0 5.5 66.6 27.8 6.9 70.6 1.6 3.0

Sub-Surf 140 15.0 7.2 64.8 27.8 6.7 69.6 1.4 3.1

Sub-Surf 120 16.0 9.7 59.1 31.0 6.1 65.6 1.1 3.4

In summary, the results show that both surface and sub-surface beams yield solutions within a reasonable

measuring time span of 3 years. The estimated stopping rate at a proton beam intensity of 2.3 mA is also
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rate, sensitivity and background reduction are mandatory. The basic scenarios studied for a MEG upgrade

strategy are summarized in Tab. IV and involved the use of either a surface or sub-surface muon beam with

target thicknesses ranging from 100 - 250 µm. The muon stopping numbers are from Monte-Carlo simu-

lations based on real phase space measurements, while the target stopping rates are scaled from measured

muon intensities.

TABLE III: Shows a series of beam measurements taken at the intermediate collimator position and at the centre of

COBRA (CC), for a sub-surface muon beam of 25 MeV/c. No Degrader was used and the rates at CC are those of

muons arriving at the centre, for a proton beam intensity of 2.0 mA.

Slit opening Collimator position COBRA center

Rµ (Hz) at 2mA �x (mm) �y (mm) Rµ (Hz) at 2mA �x (mm) �y (mm)

250/280 9 · 107 21.8 18.6 7 · 107 9.6 10.1

115/115 3.5 · 107 21.4 15.5 2.9 · 107 8.9 8.8

70/70 6.5 · 106 20.4 15.8 5.8 · 106 8.4 8.3

TABLE IV: Monte-Carlo results for a Surface and Sub-surface muon beam + various target combinations based on a

proton beam intensity of 2.3 mA.

Beam Target Target US Tg DS Stop Rate 2.3mA Stopping Stopping Measuring

Tickness Angle Whole Target E�ciency Quality Time

(µ m) (deg) (%) (%) (%) x107Hz (%) Factor SQF yrs

Surface 250 20.5 8.4 75.3 16.2 9.6 82.3 3.0 2.2

Surface 205 20.5 7.2 65.9 26.8 8.4 71.1 1.7 2.5

Surface 180 20.5 7.3 61.6 31.0 7.8 66.5 1.4 2.7

Surface 160 20.5 9.3 57.5 33.2 7.3 63.4 1.2 2.9

Surface 140 20.5 13.7 53.4 32.8 6.8 62.0 1.0 3.1

Surface 100 20.5 23.6 41.8 34.5 5.3 54.8 0.6 4.0

Surface 180 15.0 5.7 64.9 29.3 8.2 68.9 1.5 2.6

Surface 160 15.0 7.6 62.3 29.9 7.9 67.6 1.3 2.7

Surface 140 15.0 7.5 59.4 33.0 7.5 64.3 1.2 2.8

Surface 120 16.0 9.7 52.8 37.4 6.7 58.6 0.9 3.1

Sub-Surf 250 20.5 5.8 78.4 15.7 8.2 83.4 3.5 2.6

Sub-Surf 205 20.5 5.3 70.2 24.3 7.3 74.3 2.1 2.9

Sub-Surf 140 20.5 17.3 60.7 22.0 6.3 73.4 1.4 3.3

Sub-Surf 100 20.5 32.5 47.8 19.7 5.0 70.8 1.1 4.2

Sub-Surf 180 15.0 4.8 69.6 25.6 7.2 73.1 1.9 2.9

Sub-Surf 160 15.0 5.5 66.6 27.8 6.9 70.6 1.6 3.0

Sub-Surf 140 15.0 7.2 64.8 27.8 6.7 69.6 1.4 3.1

Sub-Surf 120 16.0 9.7 59.1 31.0 6.1 65.6 1.1 3.4

In summary, the results show that both surface and sub-surface beams yield solutions within a reasonable

measuring time span of 3 years. The estimated stopping rate at a proton beam intensity of 2.3 mA is also
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rate, sensitivity and background reduction are mandatory. The basic scenarios studied for a MEG upgrade

strategy are summarized in Tab. IV and involved the use of either a surface or sub-surface muon beam with

target thicknesses ranging from 100 - 250 µm. The muon stopping numbers are from Monte-Carlo simu-

lations based on real phase space measurements, while the target stopping rates are scaled from measured

muon intensities.

TABLE III: Shows a series of beam measurements taken at the intermediate collimator position and at the centre of

COBRA (CC), for a sub-surface muon beam of 25 MeV/c. No Degrader was used and the rates at CC are those of

muons arriving at the centre, for a proton beam intensity of 2.0 mA.

Slit opening Collimator position COBRA center

Rµ (Hz) at 2mA �x (mm) �y (mm) Rµ (Hz) at 2mA �x (mm) �y (mm)

250/280 9 · 107 21.8 18.6 7 · 107 9.6 10.1

115/115 3.5 · 107 21.4 15.5 2.9 · 107 8.9 8.8

70/70 6.5 · 106 20.4 15.8 5.8 · 106 8.4 8.3

TABLE IV: Monte-Carlo results for a Surface and Sub-surface muon beam + various target combinations based on a

proton beam intensity of 2.3 mA.

Beam Target Target US Tg DS Stop Rate 2.3mA Stopping Stopping Measuring

Tickness Angle Whole Target E�ciency Quality Time

(µ m) (deg) (%) (%) (%) x107Hz (%) Factor SQF yrs

Surface 250 20.5 8.4 75.3 16.2 9.6 82.3 3.0 2.2

Surface 205 20.5 7.2 65.9 26.8 8.4 71.1 1.7 2.5

Surface 180 20.5 7.3 61.6 31.0 7.8 66.5 1.4 2.7

Surface 160 20.5 9.3 57.5 33.2 7.3 63.4 1.2 2.9

Surface 140 20.5 13.7 53.4 32.8 6.8 62.0 1.0 3.1

Surface 100 20.5 23.6 41.8 34.5 5.3 54.8 0.6 4.0

Surface 180 15.0 5.7 64.9 29.3 8.2 68.9 1.5 2.6

Surface 160 15.0 7.6 62.3 29.9 7.9 67.6 1.3 2.7

Surface 140 15.0 7.5 59.4 33.0 7.5 64.3 1.2 2.8

Surface 120 16.0 9.7 52.8 37.4 6.7 58.6 0.9 3.1

Sub-Surf 250 20.5 5.8 78.4 15.7 8.2 83.4 3.5 2.6

Sub-Surf 205 20.5 5.3 70.2 24.3 7.3 74.3 2.1 2.9

Sub-Surf 140 20.5 17.3 60.7 22.0 6.3 73.4 1.4 3.3

Sub-Surf 100 20.5 32.5 47.8 19.7 5.0 70.8 1.1 4.2

Sub-Surf 180 15.0 4.8 69.6 25.6 7.2 73.1 1.9 2.9

Sub-Surf 160 15.0 5.5 66.6 27.8 6.9 70.6 1.6 3.0

Sub-Surf 140 15.0 7.2 64.8 27.8 6.7 69.6 1.4 3.1

Sub-Surf 120 16.0 9.7 59.1 31.0 6.1 65.6 1.1 3.4

In summary, the results show that both surface and sub-surface beams yield solutions within a reasonable

measuring time span of 3 years. The estimated stopping rate at a proton beam intensity of 2.3 mA is also

01/07/2010 Zurich 2010 / Jeanine Adam / jeanine.adam@psi.ch 7

590 MeV 
proton 
beam

target E

MEG 
detector

BTS

Wien filter

quadrupole
magnets

Beam and Target

 Beam
 πE5 beam channel
 Wien filter (      /      separation)
 Superconducting beam transport 

solenoid (BTS) with degrader
 Stopping rate of 3 10 7 /sec

 Target
 205 µm thick polyethylene 

foil clamped between a 
ROHACELL frame

 Slanted angle of 20.5
 Holes (r=5mm) to check 

vertex reconstruction

Introduction MEG Detector Data Taking
 Beam and Target
 Photon Detector
 Positron Spectrometer

1.4 MW

01/07/2010 Zurich 2010 / Jeanine Adam / jeanine.adam@psi.ch 7

590 MeV 
proton 
beam

target E

MEG 
detector

BTS

Wien filter

quadrupole
magnets

Beam and Target

 Beam
 πE5 beam channel
 Wien filter (      /      separation)
 Superconducting beam transport 

solenoid (BTS) with degrader
 Stopping rate of 3 10 7 /sec

 Target
 205 µm thick polyethylene 

foil clamped between a 
ROHACELL frame

 Slanted angle of 20.5
 Holes (r=5mm) to check 

vertex reconstruction

Introduction MEG Detector Data Taking
 Beam and Target
 Photon Detector
 Positron Spectrometer

205 µm thick polyethylene plate 
Slanted angle of 20.5° 
79.8×200.5 mm 
Stopping efficiency : 82%



R.Sawada Oxford 2016

PSI 
πE5

Beam and target

17

25

rate, sensitivity and background reduction are mandatory. The basic scenarios studied for a MEG upgrade

strategy are summarized in Tab. IV and involved the use of either a surface or sub-surface muon beam with

target thicknesses ranging from 100 - 250 µm. The muon stopping numbers are from Monte-Carlo simu-

lations based on real phase space measurements, while the target stopping rates are scaled from measured

muon intensities.

TABLE III: Shows a series of beam measurements taken at the intermediate collimator position and at the centre of

COBRA (CC), for a sub-surface muon beam of 25 MeV/c. No Degrader was used and the rates at CC are those of

muons arriving at the centre, for a proton beam intensity of 2.0 mA.

Slit opening Collimator position COBRA center

Rµ (Hz) at 2mA �x (mm) �y (mm) Rµ (Hz) at 2mA �x (mm) �y (mm)

250/280 9 · 107 21.8 18.6 7 · 107 9.6 10.1

115/115 3.5 · 107 21.4 15.5 2.9 · 107 8.9 8.8

70/70 6.5 · 106 20.4 15.8 5.8 · 106 8.4 8.3

TABLE IV: Monte-Carlo results for a Surface and Sub-surface muon beam + various target combinations based on a

proton beam intensity of 2.3 mA.

Beam Target Target US Tg DS Stop Rate 2.3mA Stopping Stopping Measuring

Tickness Angle Whole Target E�ciency Quality Time

(µ m) (deg) (%) (%) (%) x107Hz (%) Factor SQF yrs

Surface 250 20.5 8.4 75.3 16.2 9.6 82.3 3.0 2.2

Surface 205 20.5 7.2 65.9 26.8 8.4 71.1 1.7 2.5

Surface 180 20.5 7.3 61.6 31.0 7.8 66.5 1.4 2.7

Surface 160 20.5 9.3 57.5 33.2 7.3 63.4 1.2 2.9

Surface 140 20.5 13.7 53.4 32.8 6.8 62.0 1.0 3.1

Surface 100 20.5 23.6 41.8 34.5 5.3 54.8 0.6 4.0

Surface 180 15.0 5.7 64.9 29.3 8.2 68.9 1.5 2.6

Surface 160 15.0 7.6 62.3 29.9 7.9 67.6 1.3 2.7

Surface 140 15.0 7.5 59.4 33.0 7.5 64.3 1.2 2.8

Surface 120 16.0 9.7 52.8 37.4 6.7 58.6 0.9 3.1

Sub-Surf 250 20.5 5.8 78.4 15.7 8.2 83.4 3.5 2.6

Sub-Surf 205 20.5 5.3 70.2 24.3 7.3 74.3 2.1 2.9

Sub-Surf 140 20.5 17.3 60.7 22.0 6.3 73.4 1.4 3.3

Sub-Surf 100 20.5 32.5 47.8 19.7 5.0 70.8 1.1 4.2

Sub-Surf 180 15.0 4.8 69.6 25.6 7.2 73.1 1.9 2.9

Sub-Surf 160 15.0 5.5 66.6 27.8 6.9 70.6 1.6 3.0

Sub-Surf 140 15.0 7.2 64.8 27.8 6.7 69.6 1.4 3.1

Sub-Surf 120 16.0 9.7 59.1 31.0 6.1 65.6 1.1 3.4

In summary, the results show that both surface and sub-surface beams yield solutions within a reasonable

measuring time span of 3 years. The estimated stopping rate at a proton beam intensity of 2.3 mA is also
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Made of thin materials (0.2X0) 
Precise 3D field mapping 

Positron spectrometer magnet

18

Uniform B-field

Gradient B-field

μ+ beam

DC

solenoid

Low energy positron 
quickly swept away

COnstant Bending RAdius 
independent of emission angles

Compensation coil

Superconducting solenoid

Special gradient 
magnetic field 
1.27T at center 
0.49T at each end

Positrons do not hit magnet walls

B-field
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Drift chambers
Target

Drift chambers

R(Φ) direction

Z (θ) direction

16 radial drift chambers

Only high momentum e+  (>40MeV, 
19.3cm<r<27.9cm)

Chamber gas He:C2H6 = 50:50

Low material budget (~2×10-3X0 for one 
turn of e+ trajectory)

Open frame at the target side

Low MS, low γ background

19
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Timing counter
15×2(Upstream/Downstream) plastic scintillator bars (4×4×80cm3)

Fine mesh PMTs at both ends, positron timing measurement

Positron φ, z position reconstruction using charge-ratio (online) or time-
difference (offline).

20

z
φ

Z ( beam direction )

f

Z (beam)
Φ
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neglecting the term due to track propagation, the single bar
resolution is estimated from σt/

√
2. This method overes-

timates the timing resolution since the track length spread
term is not corrected for. Using triple bar events and evalu-
ating the quantity:

∆T = T2 −
T1 + T3
2

(12)

the effect of the different path length between bars can be re-
moved at first order, resulting in a better estimate of timing
resolution. This is shown in Fig. 46 where the red and black
markers represent respectively the resolutions obtained in
triple and double bar samples. However, the triple sample
has significantly smaller statistics so the double bar sample
is used as the reference tool for checking the detector per-
formance.

A certain degradation of the timing performance between
the Beam Test (σt ∼ 40 − 50 ps) and the Physics Run con-
figuration (σt ∼ 65 ps) has been observed. A few factors
contribute to this effect: the need for a lower PMT gain in or-
der to withstand the high rate and match the dynamic range
of the DAQ/electronics chain; a slightly higher value for the
low threshold due to additional noise from the surrounding
environment; intrinsic uncertainties in both double and triple
bar estimates; and contributions from DRS calibration.

Fig. 46 Timing resolution on double (black markers) and triple (red
markers) bar events, with LLT=25 mV. Due to the different rates for
two-bar and three-bar events, the sample used here is different than the
one in Fig. 43

5.7 Positron timing resolution

In the proposal the timing resolution of the positron was as-
sumed to be dominated by the timing resolution of the TC.
That was because of the optimistic assumption on tracking
performances, as well as the neglect of the contributions of
the calibration of the DRS boards and of TC counter offsets.
Assuming a small contribution from the uncertainty on the

track length, the design positron timing resolution was to be
σte = 50 ps.

In Monte Carlo, which incorporates a fairly precise de-
scription of DCH and of the positron reconstruction algo-
rithm, an additional contribution due to track length fluctu-
ations σL,MCte = 50 ps is present. Added to the TC intrinsic
resolution σTC,MCte = 40 ps, it totals a positron time resolu-
tion σMCte = 64 ps.

In the data, those contributions are evaluated to beσL,MCte =

60 ps and σLte = 75 ps. Additionally, an estimated contribu-
tion from DRS calibration is σDRSte = 25 ps and from TC
offset calibration σcalte = 40 ps. The total positron resolution
is σte = 107 ps.

5.8 Position resolution

The positron impact point calculated from the time differ-
ence between the two pulses is obtained from Eq. 9 as

z =
veff
2
× (tin − tout − (bin − bout) − (TWin − TWout)) (13)

The impact point can also be evaluated using the ratio of
the charges delivered at the inner and outer PMTs [40]:

Qin = EGin e
−

L
2 +z
Λeff (14)

Qout = EGout e
−

L
2 −z
Λeff (15)

where E is the energy released inside the bar, Gin,out takes
into account several contributions (i.e. the scintillator yield,
PMT quantum efficiency and gain), Λeff is the effective at-
tenuation length of the bar. Taking the ratio we obtain:
Qin

Qout
=
Gin

Gout
e−

2z
Λeff (16)

which leads to:

z =
Λeff

2

(

ln
Qout

Qin
− ln

Gout

Gin

)

(17)

Moreover, from Eq. 14 the energy release in the bar can
be estimated without dependence on z:
√

Qin Qout = E
√

Gout Gin e
− L
Λeff (18)

Note that the combination of Eq. 17 and Eq. 13 provides
a way to evaluate the ratio Λeff/veff for each TC bar. Assum-
ing veff = 14.0 cm/ns, the value of Λeff is extracted from
a linear fit as shown in Fig. 47. The Λeff values extracted in
2011 for all bars fall in the range 40−90 cm. This apparently
large dispersion of values is caused by variation in surface
reflectivity due to surface machining, hand-made polishing
and wrapping, while the bulk attenuation is expected to be
constant between the bars.

Two methods for impact point reconstruction are used
in different stages of the data acquisition chain. The on-line
algorithm for z reconstruction in the trigger, requiring fast

Timing resolution of TC : 65 psec

PMT

Time resolutions
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2.7t Liquid xenon gamma-ray detector

900L liquid xenon

846 2” PMTs (Hamamatsu)
Submerged in Liquid

γ energy, position, and timing reconstruction

Merits
High light output(80% of NaI)

Fast timing response(45ns)

Heavy(3g/cm3)

Challenges
Low temperature(160K)

 200W pulse tube cryocooler

Short scintillation wavelength (175nm)

Gas/liquid purification

21

γ measurement with high resolutions 
and efficiency in a large acceptance 
Pileup elimination in offline analysis
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Analysis Software

22

MEG analysis software is based on ROME (http://midas.psi.ch/rome) 
The same analyzer is used for the online monitor and for offline analysis 
(reconstruction and physics analysis) 

ROME 
Experiment independent software generator 

Also used in other experiments (e.g. g-2 group in Fermilab) 
Users define the structure of the software (data structure, tasks, steering parameters 
etc.); then ROME prepare C++ code to be ready for the implementation of 
algorithms. 
The generated code can be executed out of package just after ‘make’ 
The software is ROOT based; users can implement analysis algorithm using ROOT 
classes. 
Significant reduction of hand-written code, therefore the time for the coding and the 
probability of having bugs.

http://midas.psi.ch/rome
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Detector performance summary
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90

XI. FINAL SENSITIVITY

The sensitivity of the upgraded MEG experiment is evaluated by using a maximum likelihood anal-

ysis technique developed to extract the upper limit (UL) at 90% C.L. on B(µ ! e�) in the MEG data

analysis [48]. This technique is more e�cient and reliable than a simple box analysis, since all types of

backgrounds are correctly folded in the global likelihood function and taken into account with their own

statistical weights.

An ensemble of simulated experiments (toy MC) is created from the probability density functions (PDFs)

describing the signal shapes and the background distributions for the photon energy (E�), positron energy

(Ee+), relative timing and relative angles. The enhanced precision of all upgraded detectors allows a much

better separation of the signal from the background and reduces significantly the spill of the gamma and

positron background distributions into the signal region, which is mainly due to experimental resolution

e↵ects. With a much lower accidental background in the new detector, the muon stopping rate can be higher

than the present one: optimization studies are under way, but a muon stopping rate of at least 7 ⇥ 107 µ/sec

is envisaged. The increased muon stopping rate and the enhanced resolutions are taken into account in

estimating the number and the distributions of background events expected in the upgraded experiment.

A representative scenario for the detector resolutions and e�ciencies is summarized in Tab. XI and com-

pared with the present MEG performance. The e�ciency of the positron reconstruction is highly improved

with respect to the current one, thanks to the high e�ciency of the new tracking system (close to 1) and to

the optimized relative position of the tracker and the timing counter.

TABLE XI: Resolution (Gaussian �) and e�ciencies for MEG upgrade

PDF parameters Present MEG Upgrade scenario

e+ energy (keV) 306 (core) 130

e+ ✓ (mrad) 9.4 5.3

e+ � (mrad) 8.7 3.7

e+ vertex (mm) Z/Y(core) 2.4 / 1.2 1.6 / 0.7

� energy (%) (w <2 cm)/(w >2 cm) 2.4 / 1.7 1.1 / 1.0

� position (mm) u/v/w 5 / 5 / 6 2.6 / 2.2 / 5

�-e+ timing (ps) 122 84

E�ciency (%)

trigger ⇡ 99 ⇡ 99

� 63 69

e+ 40 88

Resolutions
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Time Line
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New analysis

All data (including 2009-2012) were analyzed 
with new analysis

• Target alignment

• Positron missing turn recovery

• AIF event veto

• Photon detector alignment

• Precise laser survey was done for the 
structure to support PMTs

• Thermal shrink is taken into account
25
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Target alignment
The target position and shape are measured by

• Positron data : hole position reconstruction

• Approximation as paraboloid

• 3D scanner survey done in 2013

• The position uncertainty (0.3—0.5 mm) and the 
deformation uncertainty (difference of the two 
measurements) included as a systematic 
uncertainty as nuisance parameter.

• e.g. 0.5 mm position error ~ 4 mrad error in 
the eγ angle

26

True target

Target position error

Track angle error

Positron track

Target Alignment
Position & shape of the target are 
surveyed by 

“hole” reconstruction 

optical survey between the runs 

Non-planar deformation seems to 
have developed during the runs 

Effects not negligible for the 2012-13 
runs 

~0.3 mm uncertainty  

treated as nuisance parameters in 
likelihood analysis 

A few different target materials being 
studied for MEG II
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Positron missing turn recovery
When track-segments are close (= emission 
angle is close to 90 degrees), the connection 
of them were easily failed.

• The emission time is shifted by ~2 nsec

• Loss of signal efficiency

The merging algorithm was improved.

• Signal efficiency recovered by ~4%
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Annihilation-in-flight event veto

Overall BG rejection 1.9%

Signal Inefficiency 1.1%

28
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Normalization

30

Normalization factor (conversion from Nsig to Br) is calculated with two 
independent methods,

• Counting number of positrons from muon decays (pre-scaled positron trigger 
data).

• Counting radiative muon decay events

Combined result:
25

the e�ciency factors are expressed in signal-to-RMD ratios.1655

In contrast, the e�ciency ratios need to be evaluated dif-1656

ferentially as functions of the relevant kinematic variables1657

because the kinematic range is wider than the µ+ ! e+�1658

analysis window.1659

We use events reconstructed in the energy side-band defined1660

in Sect. 4.4.2, corresponding toBe⌫⌫̄� = 4.9⇥10�9. The num-1661

ber of RMD events is extracted from the fit to the te+� distri-1662

bution separately for each year dataset and for 12 statistic-1663

ally independent sub-windows, resulting in Ne⌫⌫̄� = 29 950±1664

527 in total.1665

The momentum dependent ratio of the positron detec-1666

tion e�ciency is extracted from the Michel spectrum fit. An1667

additional correction for the momentum dependence of the1668

missing turn probability is applied based on the evaluation1669

of a MC simulation. A pre-scaled trigger with a lowered1670

E� threshold (by ⇡ 4 MeV) allows for a relative measure-1671

ment of the energy-dependent e�ciency curve of the LXe1672

detector. The e�ciency ratio of the direction match is evalu-1673

ated from the distribution of accidental background. The ef-1674

fect of muon polarisation [9], which makes the background1675

distribution non-flat (asymmetric) even in case of a fully e�-1676

cient detector and trigger, is taken into account. Ine�ciency1677

due to the AIF-like event cuts and the tail in the time recon-1678

struction are common to signal and RMD, and thus, only1679

tails in the angular responses are relevant. A more detailed1680

description of the RMD analysis is found in [36].1681

A �2 fit is performed to extract Nµ from the measured1682

RMD spectrum. The systematic uncertainty on each factor,1683

correlated among di↵erent windows, is accounted for in the1684

fit. The uncertainty on Nµ from the fit to the full dataset is1685

5.5%.1686

4.6.3 Nµ summary1687

The normalisation factors calculated by the two methods are1688

shown in Fig. 25. The two independent results are in good1689

agreement and combined to give Nµ with a 3.5% uncertainty.1690

The single event sensitivity for the full dataset is 1/Nµ =1691

(5.84 ± 0.21) ⇥ 10�14.1692

The normalisation factor can also be expressed by

Nµ = Nstop
µ · ⌦ · ✏tot,

where Nstop
µ is the total number of muons stopped in the tar-1693

get, ⌦ is the geometrical acceptance of the apparatus and1694

✏tot is the overall e�ciency. The integration of the estimated1695

stopping rate, corrected for by the variation of the primary1696

proton beam current, over the live-time gives an estimate of1697

Nstop
µ ⇡ 7.5⇥1014 (see Fig. 20). Therefore, an estimate of the1698

overall signal acceptance of ⌦ · ✏tot ⇡ 2.3% is obtained. This1699

is consistent with ⌦ ⇡ 0.11 and our estimates of detector1700

e�ciencies, ✏tot = ✏e+ · ✏� ⇡ 0.30 ⇥ 0.63.1701
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Figure 25 Nµ calculated with the two methods and their weighted av-
erage for each year dataset.

4.7 Results1702

A maximum likelihood analysis is performed to extract the1703

number of signal events from the full dataset after the ana-1704

lysis tools are fully optimised and background studies in the1705

side-bands are completed. The sensitivity and the results in1706

the analysis window are presented and discussed in the fol-1707

lowing sections.1708

4.7.1 Sensitivity1709

The sensitivity of the analysis is evaluated by taking the me-1710

dian of the distribution of the branching ratio upper limits1711

at 90% C.L. observed for an ensemble of pseudo experi-1712

ments with a null signal hypothesis. The rates of RMD and1713

accidental background events estimated from the side-band1714

studies are assumed in the pseudo experiments. All the sys-1715

tematic uncertainties as listed in Sect. 4.5.3 are taken into ac-1716

count in the sensitivity evaluation. Figure 26 shows the dis-1717

tribution of the branching ratio upper limits for the pseudo1718

experiments simulated for the full dataset. The sensitivity is1719

found to be 5.3⇥10�13. The sensitivities of the 2009–20111720

and 2012–2013 datasets have also been evaluated separately1721

as presented in Table 2.1722

The average contributions of the systematic uncertain-1723

ties are evaluated by calculating the sensitivities without in-1724

cluding them. The dominant one is found to be the uncer-1725

tainty on the target alignment; it degrades the sensitivity by1726

13% on average, while the total contribution of the other sys-1727

tematic uncertainties is less than 1%. The sensitivity for the1728

2009–2011 dataset is found to be slightly worse than previ-1729

ously quoted in [7] due to a more conservative assignment1730

of the systematic uncertainty on the target alignment.1731

The maximum likelihood analysis has also been tested in1732

fictitious analysis windows in the timing side-bands centred1733

at te+� = ±2 ns without the Gaussian constraint on NRMD.1734
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proton beam current, over the live-time gives an estimate of1697
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Figure 25 Nµ calculated with the two methods and their weighted av-
erage for each year dataset.

4.7 Results1702

A maximum likelihood analysis is performed to extract the1703

number of signal events from the full dataset after the ana-1704

lysis tools are fully optimised and background studies in the1705

side-bands are completed. The sensitivity and the results in1706

the analysis window are presented and discussed in the fol-1707

lowing sections.1708

4.7.1 Sensitivity1709

The sensitivity of the analysis is evaluated by taking the me-1710

dian of the distribution of the branching ratio upper limits1711

at 90% C.L. observed for an ensemble of pseudo experi-1712

ments with a null signal hypothesis. The rates of RMD and1713

accidental background events estimated from the side-band1714

studies are assumed in the pseudo experiments. All the sys-1715

tematic uncertainties as listed in Sect. 4.5.3 are taken into ac-1716

count in the sensitivity evaluation. Figure 26 shows the dis-1717

tribution of the branching ratio upper limits for the pseudo1718

experiments simulated for the full dataset. The sensitivity is1719

found to be 5.3⇥10�13. The sensitivities of the 2009–20111720

and 2012–2013 datasets have also been evaluated separately1721

as presented in Table 2.1722

The average contributions of the systematic uncertain-1723

ties are evaluated by calculating the sensitivities without in-1724

cluding them. The dominant one is found to be the uncer-1725

tainty on the target alignment; it degrades the sensitivity by1726

13% on average, while the total contribution of the other sys-1727

tematic uncertainties is less than 1%. The sensitivity for the1728

2009–2011 dataset is found to be slightly worse than previ-1729

ously quoted in [7] due to a more conservative assignment1730

of the systematic uncertainty on the target alignment.1731

The maximum likelihood analysis has also been tested in1732

fictitious analysis windows in the timing side-bands centred1733

at te+� = ±2 ns without the Gaussian constraint on NRMD.1734
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Analysis method
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Figure 24 Projected distributions of µ+ ! e+�⌫⌫̄ events measured
in the energy side-band (dots with error bars) compared with the ex-
pectations (histograms with the uncertainty specified by the yellow
bands). The expectations are calculated with the theoretical formula
folded with the detector responses and a normalisation based on Michel
events.

3⇥ 10�14, more than twenty times lower than that due to the1416

accidental background.1417

4.5 Maximum likelihood analysis1418

4.5.1 Likelihood function1419

The numbers of signal, RMD and accidental background1420

events in the analysis window, (Nsig, NRMD, NACC), are de-1421

termined by the maximum likelihood analysis. In addition,1422

two target parameters t for each year, representing the pos-1423

ition (z0) and deformation (kt) of the muon stopping target1424

are also included as fitting parameters in the likelihood func-1425

tion (see Sect. 3.2.4). Of particular interest is Nsig, while the1426

other parameters (NRMD, NACC, t) are treated as nuisance1427

parameters which are profiled in the calculation of the con-1428

fidence intervals, as discussed in Sect. 4.5.3. The extended1429

likelihood function is thus defined as1430

L
⇣
Nsig,NRMD,NACC, t

⌘
=

e�N

Nobs!
C(NRMD,NACC, t) ⇥

NobsY

i=1

⇣
NsigS (x

i

, t) + NRMDR(x

i

) + NACCA(x

i

)
⌘
, (3)

where x

i

= {E�, Ee+ , te+�, ✓e+�, �e+�} is the vector of observ-1431

ables for the i-th event.1432

S , R and A are the probability density functions (PDFs)1433

for the signal, RMD and accidental background events, re-1434

spectively. N = Nsig + NRMD + NACC is the total number1435

of events in the fit and Nobs is the total number of detected1436

events in the analysis window. C is a term for the constraints1437

of nuisance parameters.1438

The expected numbers of RMD and accidental back-1439

ground events with their respective uncertainties are eval-1440

uated in the side-bands and are applied as Gaussian con-1441

straints on NRMD and NACC in the C term in Eq. 3.1442

The target position parameters z0 are subject to Gaussian1443

constraints whose widths are the year dependent systematic1444

uncertainties; the target deformation parameters kt are con-1445

strained with uniform distributions in year dependent inter-1446

vals in which the maximum allowed values are 0.1, 0.1, 0.4,1447

0.5 and 1.0, for 2009-2013 data, respectively.1448

4.5.2 PDFs1449

4.5.2.1 Event-by-event PDFs1450

1451

Because the detector resolutions depend on the detector1452

conditions and the hit position in the detector, this approach1453

uses di↵erent PDFs for each event (event-by-event PDFs).1454

The energy response, the position resolution and the back-1455

ground spectrum of the LXe detector are evaluated as func-1456

tion of the interaction vertex. For the positron PDF, the fit-1457

ting errors of the tracking variables are used to compute the1458

resolutions; namely the resolution on the observable q (�q)1459

is replaced by a product of the pull parameter (sq) and the1460

fitting error (�0q). The pull parameters are extracted from the1461

data as described in Sect. 3.2.5 and are common to all events1462

in a given DAQ period.1463

The correlations between observables are also treated on1464

an event-by-event basis. For example, the errors on the mo-1465

mentum and the angle are correlated because the emission1466

angle of positrons is computed by extrapolating the fitted1467

tracks to the target plane. Since the true positron momentum1468

of the signal is known, the mean of the signal angle PDF can1469

be corrected as a function of the observed momentum.1470

The PDFs of the observables (E�, Ee+ , te+�, ✓e+�, �e+�)1471

for signal, RMD and accidental background events, respect-1472

ively, are defined as1473

S (E�, Ee+ , te+�, �e+�, ✓e+�|r�, re+ ,�
0
Ee+
,�0✓e+ ,�

0
�e+
,�0

re+
, �e+ , qe+ , t) =

S (te+�|E�, Ee+ , qe+ ) ⇥
S (�e+�|r�, re+ , ✓e+�, Ee+ ,�

0
Ee+
,�0✓e+ ,�

0
�e+
,�0

re+
, �e+ , t) ⇥

S (✓e+�|r�, re+ , Ee+ ,�
0
Ee+
,�0✓e+ ,�

0
re+

) ⇥
S (Ee+ |�0Ee+

, �e+ ) ⇥
S (E�|r�),

R(E�, Ee+ , te+�, �e+�, ✓e+�|r�, re+ ,�
0
Ee+
,�0✓e+ ,�

0
�e+
,�0

re+
, �e+ , qe+ ) =

R(te+�|E�, Ee+ , qe+ ) ⇥
R(E�, Ee+ , �e+�, ✓e+�|r�, re+ ,�

0
Ee+
,�0✓e+ ,�

0
�e+
,�0

re+
, �e+ ),

A(E�, Ee+ , te+�, �e+�, ✓e+�|r�,�0Ee+
, �e+ ) =

A(te+�) ⇥
A(�e+�|v�) ⇥
A(✓e+�|u�) ⇥
A(E�|r�) ⇥
A(Ee+ |�0Ee+

, �e+ ),
where r�, re+ and qe+ are the interaction vertex of the photon,1474

the muon decay vertex position and a set of variables which1475

Likelihood function
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Likelihood fitting with 5 observables 
  Eγ 
  Ee 

   teγ 

   θeγ 

   φeγ

: Photon energy 
: Positron energy 

: Time difference 

: θ angle difference 
: φ angle difference

Constraint term

3

detector is based on the sum of the number of scintillation
photons detected by the PMTs; correction factors take
into account the different PMT geometrical acceptances.
Due to its geometry the detector response is not totally
uniform over its entrance window; this is corrected for
by using γ-lines from CW and CEX reactions. The ab-
solute energy scale and resolution at the signal energy
Eγ = 52.8MeV are determined by the CEX measure-
ment; the resolution σR, extracted from a Gaussian fit
to the right-hand side of the spectrum, depends also on
the depth (w) of the γ−ray conversion point from the en-
trance surface of the LXe detector: σR = 1.9%(w > 2 cm)
and 2.4%(w < 2 cm). The 3D-map of the measured res-
olutions is incorporated into the PDFs for the likelihood
analysis.
The photon energy scale and the resolutions are cross-

checked by fitting the background spectra measured in
the side-bands with the theoretical RMD spectrum folded
with the detector resolutions; the resolutions during the
run are well represented by the CEX evaluations and the
systematic uncertainty of the Eγ-scale is estimated to be
≃ 0.3%. Since MEG operates at a high beam intensity,
it is important to recognize and unfold pile-up photons.
For each event the spatial and temporal distributions of
the PMT charge are studied to identify photon pile-up
in the LXe detector; in case of positive identification,
corrections to the PMT charges are applied. Cosmic ray
events are rejected by applying topological cuts.
The position of the first interaction of the γ-ray in

the LXe detector is derived from the light distribution
measured by the PMTs close to the region of the energy
deposition by fitting the distribution with the expecta-
tion. The position resolution in the plane of the entrance
window is measured to be 5mm in a dedicated CEX run
with a lead slit-collimator placed in front of the LXe de-
tector, while the resolution along the depth w and the
position dependence of the resolutions are evaluated by
a Monte Carlo simulation.
The resolutions on the relative directions (θeγ , φeγ)

are derived by combining the relevant resolutions of
positrons and photons discussed above; the results are
14.5 (17.1)mrad for θeγ and 13.1 (14.0)mrad for φeγ .
The relative time teγ is derived from the two time mea-
surements by the LXe detector and the TC, after cor-
recting for the length of the particle flight-path. The
associated resolutions at the signal energy 146(122)ps
are evaluated from the RMD peak observed in the Eγ

side-band; a small correction takes into account the Eγ-
dependence measured in the CEX calibration runs. The
position of the RMD-peak corresponding to teγ = 0 was
monitored constantly during the physics data-taking pe-
riod and found to be stable to within 15 ps.
A likelihood analysis is carried out for events in a

portion of the blind region (analysis region) defined by
48 < Eγ < 58MeV, 50 < Ee < 56MeV, |teγ | < 0.7 ns,
|θeγ | < 50mrad and |φeγ | < 50mrad. These intervals in

the analysis variables are between five and twenty sig-
mas wide to fully contain the signal events and also re-
tain some background events. The best estimates of the
numbers of signal, RMD and accidental background (BG)
events in the analysis region are obtained by maximizing
the following likelihood function:

L (Nsig, NRMD, NBG) =

e−N

Nobs!
e
− 1

2
(NBG−⟨NBG⟩)2

σ2
BG e

− 1
2

(NRMD−⟨NRMD⟩)2

σ2
RMD ×

Nobs∏

i=1

(NsigS(x⃗i) +NRMDR(x⃗i) +NBGB(x⃗i)) ,

where x⃗i = {Eγ , Ee, teγ , θeγ ,φeγ} is the vector of ob-
servables for the i-th event, Nsig, NRMD and NBG are
the expected numbers of signal, RMD and BG events,
while S, R and B are their corresponding PDFs. N =
Nsig + NRMD + NBG and Nobs(= 311(645)) is the ob-
served total number of events in the analysis window.
⟨NRMD⟩(= 27.2(52.2)) and ⟨NBG⟩(= 270.9(610.8)) are
the numbers of RMD and BG events extrapolated from
the side-bands together with their uncertainties σRMD(=
2.8(6.0)) and σBG(= 8.3(12.6)), respectively.
The signal PDF S(x⃗i) is the product of the PDFs for

Ee, θeγ , φeγ and teγ , which are correlated variables, as
explained above, and the Eγ PDF. The PDFs properly
incorporate the measured resolutions and correlations
among Ee, θeγ , φeγ and teγ on an event-by-event basis.
The RMD PDF R(x⃗i) is the product of the same teγ-PDF
as that of the signal and the PDF of the other four cor-
related observables, which is formed by folding the the-
oretical spectrum with the detector response functions.
The BG PDF B(x⃗i) is the product of the five PDFs, each
of which is defined by the single background spectrum,
precisely measured in the side-bands. The dependence
of the resolutions on the position of the γ-ray interaction
point and on the positron tracking quality is taken into
account in the PDFs.
A full frequentist approach with a profile likelihood-

ratio ordering [20, 21] is used to compute the confidence
intervals on Nsig:

LRp(Nsig) =

maxNBG,NRMD L(Nsig, NBG, NRMD)

maxNsig,NBG,NRMD L(Nsig, NBG, NRMD)
.

Other, independent analysis schemes were also used and
found to be fully compatible with the analysis presented
here.
In order to convert Nsig into a branching ratio value

the normalization relative to the Michel decay is com-
puted [6] by counting the number of Michel positrons
passing the same analysis cuts. This is accomplished
by means of a pre-scaled Michel positron trigger enabled
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studies are assumed in the pseudo experiments. All the sys-1715

tematic uncertainties as listed in Sect. 4.5.3 are taken into ac-1716

count in the sensitivity evaluation. Figure 26 shows the dis-1717

tribution of the branching ratio upper limits for the pseudo1718

experiments simulated for the full dataset. The sensitivity is1719

found to be 5.3⇥10�13. The sensitivities of the 2009–20111720

and 2012–2013 datasets have also been evaluated separately1721

as presented in Table 2.1722

The average contributions of the systematic uncertain-1723

ties are evaluated by calculating the sensitivities without in-1724

cluding them. The dominant one is found to be the uncer-1725

tainty on the target alignment; it degrades the sensitivity by1726

13% on average, while the total contribution of the other sys-1727

tematic uncertainties is less than 1%. The sensitivity for the1728

2009–2011 dataset is found to be slightly worse than previ-1729

ously quoted in [7] due to a more conservative assignment1730

of the systematic uncertainty on the target alignment.1731

The maximum likelihood analysis has also been tested in1732

fictitious analysis windows in the timing side-bands centred1733

at te+� = ±2 ns without the Gaussian constraint on NRMD.1734

The upper limits observed in the negative and positive tim-1735

ing side-bands are 8.4⇥10�13 and 8.3⇥10�13, respectively.1736

These are consistent with the upper limit distribution for1737

pseudo experiments as indicated in Fig. 26.1738

Upper limit
0 5 10 15 20

13−10×0

20

40

60

80

100

120

140

Figure 26 Distribution of the branching ratio upper limits for pseudo
experiments simulated for the full dataset. The sensitivity, defined as
the median of the distribution and shown as a dashed vertical line,
equals to 5.3⇥10�13. The upper limits observed in the timing side-
bands are indicated with arrows for comparison (the overlap of the two
arrows is accidental).

4.7.2 Likelihood analysis in the analysis window1739

Figure 27 shows the event distributions for the 2009-20131740

full dataset on the (Ee+ , E�)- and (cos⇥e+�, te+�)-planes. The1741

contours of the averaged signal PDFs are also shown for1742

comparison. No significant correlated excess is observed within1743

the signal contours.1744
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Figure 27 Event distributions of observed events in the (Ee+ , E�)-
and (cos⇥e+�, te+�)-planes. In the top figure, selections of cos⇥e+� <
�0.99963 and |te+� | < 0.24 ns are applied with 90% e�ciency for
each variable, and in the bottom figure 51.0 < E� < 55.5 MeV and
52.4 < Ee+ < 55.0 MeV are applied with 74% and 90% e�ciency
respectively. The signal PDF contours (1�, 1.64� and 2�) are also
shown.
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profile-likelihood ratios as a function of the branching ra-1748
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Figure 26 Distribution of the branching ratio upper limits for pseudo
experiments simulated for the full dataset. The sensitivity, defined as
the median of the distribution and shown as a dashed vertical line,
equals to 5.3⇥10�13. The upper limits observed in the timing side-
bands are indicated with arrows for comparison (the overlap of the two
arrows is accidental).

4.7.2 Likelihood analysis in the analysis window1739

Figure 27 shows the event distributions for the 2009-20131740

full dataset on the (Ee+ , E�)- and (cos⇥e+�, te+�)-planes. The1741

contours of the averaged signal PDFs are also shown for1742

comparison. No significant correlated excess is observed within1743

the signal contours.1744
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Figure 27 Event distributions of observed events in the (Ee+ , E�)-
and (cos⇥e+�, te+�)-planes. In the top figure, selections of cos⇥e+� <
�0.99963 and |te+� | < 0.24 ns are applied with 90% e�ciency for
each variable, and in the bottom figure 51.0 < E� < 55.5 MeV and
52.4 < Ee+ < 55.0 MeV are applied with 74% and 90% e�ciency
respectively. The signal PDF contours (1�, 1.64� and 2�) are also
shown.
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Figure 26 Distribution of the branching ratio upper limits for pseudo
experiments simulated for the full dataset. The sensitivity, defined as
the median of the distribution and shown as a dashed vertical line,
equals to 5.3⇥10�13. The upper limits observed in the timing side-
bands are indicated with arrows for comparison (the overlap of the two
arrows is accidental).
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Figure 27 shows the event distributions for the 2009-20131740

full dataset on the (Ee+ , E�)- and (cos⇥e+�, te+�)-planes. The1741

contours of the averaged signal PDFs are also shown for1742

comparison. No significant correlated excess is observed within1743

the signal contours.1744
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Figure 27 Event distributions of observed events in the (Ee+ , E�)-
and (cos⇥e+�, te+�)-planes. In the top figure, selections of cos⇥e+� <
�0.99963 and |te+� | < 0.24 ns are applied with 90% e�ciency for
each variable, and in the bottom figure 51.0 < E� < 55.5 MeV and
52.4 < Ee+ < 55.0 MeV are applied with 74% and 90% e�ciency
respectively. The signal PDF contours (1�, 1.64� and 2�) are also
shown.
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pseudo experiments as indicated in Fig. 26.1738
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Figure 26 Distribution of the branching ratio upper limits for pseudo
experiments simulated for the full dataset. The sensitivity, defined as
the median of the distribution and shown as a dashed vertical line,
equals to 5.3⇥10�13. The upper limits observed in the timing side-
bands are indicated with arrows for comparison (the overlap of the two
arrows is accidental).

4.7.2 Likelihood analysis in the analysis window1739

Figure 27 shows the event distributions for the 2009-20131740

full dataset on the (Ee+ , E�)- and (cos⇥e+�, te+�)-planes. The1741

contours of the averaged signal PDFs are also shown for1742

comparison. No significant correlated excess is observed within1743

the signal contours.1744
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Figure 27 Event distributions of observed events in the (Ee+ , E�)-
and (cos⇥e+�, te+�)-planes. In the top figure, selections of cos⇥e+� <
�0.99963 and |te+� | < 0.24 ns are applied with 90% e�ciency for
each variable, and in the bottom figure 51.0 < E� < 55.5 MeV and
52.4 < Ee+ < 55.0 MeV are applied with 74% and 90% e�ciency
respectively. The signal PDF contours (1�, 1.64� and 2�) are also
shown.
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at te+� = ±2 ns without the Gaussian constraint on NRMD.1734
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Figure 26 Distribution of the branching ratio upper limits for pseudo
experiments simulated for the full dataset. The sensitivity, defined as
the median of the distribution and shown as a dashed vertical line,
equals to 5.3⇥10�13. The upper limits observed in the timing side-
bands are indicated with arrows for comparison (the overlap of the two
arrows is accidental).

4.7.2 Likelihood analysis in the analysis window1739

Figure 27 shows the event distributions for the 2009-20131740

full dataset on the (Ee+ , E�)- and (cos⇥e+�, te+�)-planes. The1741

contours of the averaged signal PDFs are also shown for1742

comparison. No significant correlated excess is observed within1743

the signal contours.1744
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Figure 27 Event distributions of observed events in the (Ee+ , E�)-
and (cos⇥e+�, te+�)-planes. In the top figure, selections of cos⇥e+� <
�0.99963 and |te+� | < 0.24 ns are applied with 90% e�ciency for
each variable, and in the bottom figure 51.0 < E� < 55.5 MeV and
52.4 < Ee+ < 55.0 MeV are applied with 74% and 90% e�ciency
respectively. The signal PDF contours (1�, 1.64� and 2�) are also
shown.
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Figure 26 Distribution of the branching ratio upper limits for pseudo
experiments simulated for the full dataset. The sensitivity, defined as
the median of the distribution and shown as a dashed vertical line,
equals to 5.3⇥10�13. The upper limits observed in the timing side-
bands are indicated with arrows for comparison (the overlap of the two
arrows is accidental).

4.7.2 Likelihood analysis in the analysis window1739

Figure 27 shows the event distributions for the 2009-20131740

full dataset on the (Ee+ , E�)- and (cos⇥e+�, te+�)-planes. The1741

contours of the averaged signal PDFs are also shown for1742

comparison. No significant correlated excess is observed within1743

the signal contours.1744
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Figure 27 Event distributions of observed events in the (Ee+ , E�)-
and (cos⇥e+�, te+�)-planes. In the top figure, selections of cos⇥e+� <
�0.99963 and |te+� | < 0.24 ns are applied with 90% e�ciency for
each variable, and in the bottom figure 51.0 < E� < 55.5 MeV and
52.4 < Ee+ < 55.0 MeV are applied with 74% and 90% e�ciency
respectively. The signal PDF contours (1�, 1.64� and 2�) are also
shown.
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Figure 26 Distribution of the branching ratio upper limits for pseudo
experiments simulated for the full dataset. The sensitivity, defined as
the median of the distribution and shown as a dashed vertical line,
equals to 5.3⇥10�13. The upper limits observed in the timing side-
bands are indicated with arrows for comparison (the overlap of the two
arrows is accidental).
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Figure 27 shows the event distributions for the 2009-20131740

full dataset on the (Ee+ , E�)- and (cos⇥e+�, te+�)-planes. The1741

contours of the averaged signal PDFs are also shown for1742

comparison. No significant correlated excess is observed within1743

the signal contours.1744
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Figure 27 Event distributions of observed events in the (Ee+ , E�)-
and (cos⇥e+�, te+�)-planes. In the top figure, selections of cos⇥e+� <
�0.99963 and |te+� | < 0.24 ns are applied with 90% e�ciency for
each variable, and in the bottom figure 51.0 < E� < 55.5 MeV and
52.4 < Ee+ < 55.0 MeV are applied with 74% and 90% e�ciency
respectively. The signal PDF contours (1�, 1.64� and 2�) are also
shown.
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Figure 26 Distribution of the branching ratio upper limits for pseudo
experiments simulated for the full dataset. The sensitivity, defined as
the median of the distribution and shown as a dashed vertical line,
equals to 5.3⇥10�13. The upper limits observed in the timing side-
bands are indicated with arrows for comparison (the overlap of the two
arrows is accidental).

4.7.2 Likelihood analysis in the analysis window1739

Figure 27 shows the event distributions for the 2009-20131740

full dataset on the (Ee+ , E�)- and (cos⇥e+�, te+�)-planes. The1741

contours of the averaged signal PDFs are also shown for1742

comparison. No significant correlated excess is observed within1743

the signal contours.1744
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Figure 27 Event distributions of observed events in the (Ee+ , E�)-
and (cos⇥e+�, te+�)-planes. In the top figure, selections of cos⇥e+� <
�0.99963 and |te+� | < 0.24 ns are applied with 90% e�ciency for
each variable, and in the bottom figure 51.0 < E� < 55.5 MeV and
52.4 < Ee+ < 55.0 MeV are applied with 74% and 90% e�ciency
respectively. The signal PDF contours (1�, 1.64� and 2�) are also
shown.

A maximum likelihood analysis is performed to eval-1745

uate the number of signal events in the analysis window1746

by the method described in Sect. 4.5. Figure 28 shows the1747

profile-likelihood ratios as a function of the branching ra-1748
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studies are assumed in the pseudo experiments. All the sys-1715

tematic uncertainties as listed in Sect. 4.5.3 are taken into ac-1716

count in the sensitivity evaluation. Figure 26 shows the dis-1717

tribution of the branching ratio upper limits for the pseudo1718

experiments simulated for the full dataset. The sensitivity is1719

found to be 5.3⇥10�13. The sensitivities of the 2009–20111720

and 2012–2013 datasets have also been evaluated separately1721

as presented in Table 2.1722

The average contributions of the systematic uncertain-1723

ties are evaluated by calculating the sensitivities without in-1724

cluding them. The dominant one is found to be the uncer-1725

tainty on the target alignment; it degrades the sensitivity by1726

13% on average, while the total contribution of the other sys-1727

tematic uncertainties is less than 1%. The sensitivity for the1728

2009–2011 dataset is found to be slightly worse than previ-1729

ously quoted in [7] due to a more conservative assignment1730

of the systematic uncertainty on the target alignment.1731

The maximum likelihood analysis has also been tested in1732

fictitious analysis windows in the timing side-bands centred1733

at te+� = ±2 ns without the Gaussian constraint on NRMD.1734

The upper limits observed in the negative and positive tim-1735

ing side-bands are 8.4⇥10�13 and 8.3⇥10�13, respectively.1736

These are consistent with the upper limit distribution for1737

pseudo experiments as indicated in Fig. 26.1738
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experiments simulated for the full dataset. The sensitivity, defined as
the median of the distribution and shown as a dashed vertical line,
equals to 5.3⇥10�13. The upper limits observed in the timing side-
bands are indicated with arrows for comparison (the overlap of the two
arrows is accidental).

4.7.2 Likelihood analysis in the analysis window1739

Figure 27 shows the event distributions for the 2009-20131740

full dataset on the (Ee+ , E�)- and (cos⇥e+�, te+�)-planes. The1741

contours of the averaged signal PDFs are also shown for1742

comparison. No significant correlated excess is observed within1743

the signal contours.1744
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and (cos⇥e+�, te+�)-planes. In the top figure, selections of cos⇥e+� <
�0.99963 and |te+� | < 0.24 ns are applied with 90% e�ciency for
each variable, and in the bottom figure 51.0 < E� < 55.5 MeV and
52.4 < Ee+ < 55.0 MeV are applied with 74% and 90% e�ciency
respectively. The signal PDF contours (1�, 1.64� and 2�) are also
shown.

A maximum likelihood analysis is performed to eval-1745

uate the number of signal events in the analysis window1746

by the method described in Sect. 4.5. Figure 28 shows the1747

profile-likelihood ratios as a function of the branching ra-1748

No visible excess in signal region
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The upper limits observed in the negative and positive tim-1735

ing side-bands are 8.4⇥10�13 and 8.3⇥10�13, respectively.1736

These are consistent with the upper limit distribution for1737

pseudo experiments as indicated in Fig. 26.1738
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Figure 26 Distribution of the branching ratio upper limits for pseudo
experiments simulated for the full dataset. The sensitivity, defined as
the median of the distribution and shown as a dashed vertical line,
equals to 5.3⇥10�13. The upper limits observed in the timing side-
bands are indicated with arrows for comparison (the overlap of the two
arrows is accidental).

4.7.2 Likelihood analysis in the analysis window1739

Figure 27 shows the event distributions for the 2009-20131740

full dataset on the (Ee+ , E�)- and (cos⇥e+�, te+�)-planes. The1741

contours of the averaged signal PDFs are also shown for1742

comparison. No significant correlated excess is observed within1743

the signal contours.1744

A maximum likelihood analysis is performed to eval-1745

uate the number of signal events in the analysis window1746

by the method described in Sect. 4.5. Figure 28 shows the1747

profile-likelihood ratios as a function of the branching ra-1748

tio observed for 2009–2011, 2012–2013, and 2009–20131749

full dataset, which are all consistent with a null-signal hy-1750

pothesis. The kinks visible in the curves (most obvious in1751

2012–2013) are due to the profiling of the target deforma-1752

tion parameters (see Sect. 4.5.1). On the negative and pos-1753

itive sides of branching ratio, these parameters are fitted to1754

opposite sides, therefore the likelihood curve shifts from one1755

to another around 0 in branching ratio. The best fit value on1756

the branching ratio for the full dataset is �2.2 ⇥ 10�13. The1757

upper limit of the confidence interval is calculated follow-1758

ing the frequentist approach described in Sect. 4.5.3 to be1759

4.2 ⇥ 10�13 at 90% C.L.1760

The projection of the best fitted function on each observ-
able is shown in Fig. 29 (a)–(e), where all the fitted spec-

 (MeV)+eE

50 51 52 53 54 55 56

 (
M

eV
)

γ
E

48

50

52

54

56

58

γ+eΘcos
1− 0.9995− 0.999− 0.9985−

 (
n

s)
γ

+ et

2−

1.5−

1−

0.5−

0

0.5

1

1.5

2

Figure 27 Event distributions of observed events in the (Ee+ , E�)-
and (cos⇥e+�, te+�)-planes. In the top figure, selections of cos⇥e+� <
�0.99963 and |te+� | < 0.24 ns are applied with 90% e�ciency for
each variable, and in the bottom figure 51.0 < E� < 55.5 MeV and
52.4 < Ee+ < 55.0 MeV are applied with 74% and 90% e�ciency
respectively. The signal PDF contours (1�, 1.64� and 2�) are also
shown.

tra are in good agreement with the data spectra. The agree-
ment is also confirmed by the relative signal likelihood Rsig
defined as

Rsig = log10

 
S (xi)

fRR(xi) + fAA(xi)

!
, (4)

where fR and fA are the expected fractions of the RMD and1761

accidental background events which are estimated to be 0.071762

and 0.93 in the side-bands, respectively. Figure 29 (f) shows1763

Accidental BG
RMD
100× signal upper limit
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Systematic uncertainties
UL increase by
•5% by target position/shape uncertainties
•<1% by other systematic uncertainties

(                )

4

where N̂ is the best estimate and
̂̂
N is the best esti-

mate for fixed Nsig. Other, independent analysis schemes
based on averaged PDFs without event-by-event informa-
tion or Bayesian approach were also used and found to
be compatible with the analysis presented here to within
10 to 20% in the obtained branching ratio upper limits.

In order to convert Nsig into a branching ratio value
the normalization relative to the Michel decay is com-
puted [6] by counting the number of Michel positrons
passing the same analysis cuts. This is accomplished
by means of a pre-scaled Michel positron trigger enabled
during the physics data-taking. A correction to the pre-
scaling factor due to positron pile-up in the TC is taken
into account. Another method for computing the nor-
malization uses RMD events in the Eγ side-band and the
theoretical branching ratio of the RMD. The normaliza-
tions calculated by these two independent methods are
in good agreement and are combined to give the normal-
ization factor with a 7% error.

The sensitivity of the experiment with a null signal hy-
pothesis is evaluated by taking the median of the distri-
bution of the upper limit on the branching ratio obtained
over an ensemble of toy MC experiments. The rates of
RMD and BG events, as measured in the side-bands, are
assumed in the simulated experiments. The branching
ratio sensitivity at 90% confidence level (C.L.) is found
to be 3.3× 10−12 (2.2× 10−12) for the 2009 (2010) data
sample and 1.6 × 10−12 when 2009 and 2010 are com-
bined. These sensitivities are consistent with the upper
limits obtained by the likelihood analyses in several com-
parable analysis regions of the teγ side-bands.

After calibrations, optimization of the analysis algo-
rithms and background studies in the side-bands are com-
pleted, the likelihood analysis in the analysis region is
performed. In Figures 1 we present the distributions,
for the 2009 and 2010 data samples respectively, showing
the events seen in the analysis region projected in the Eγ

vs Ee and teγ vs cosΘeγ planes, Θeγ being the opening
angle between the γ-ray and the positron. In plots (a)
and (c) selections in teγ and cosΘeγ , each of which is
90% efficient on the signal, are applied (|teγ | < 0.28 ns
and cosΘeγ < −0.9996) ; in plots (b) and (d) a selection
in Ee which is 90% efficient on the signal and a selec-
tion in Eγ which is 73% efficient on the signal inside the
analysis window are applied (52.3 < Ee < 55MeV and
51 < Eγ < 55MeV). The contours of the signal PDF
are also drawn and a few events with the highest signal
likelihood are numbered in a decreasing order of relative
signal likelihood, S/(fRR+ fBB), fR = 0.1 and fB = 0.9
being the fractions of the RMD and the BG measured in
the sidebands, respectively. High signal likelihood events
were thoroughly checked and found to be randomly dis-
tributed in time and detector acceptance.

The observed profile likelihood ratios as a function of
the branching ratio for 2009, 2010 and the combined data
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FIG. 1: Event distributions in the analysis region of (a) Eγ

vs Ee and (b) teγ vs cosΘeγ for 2009 data and of (c) Eγ vs
Ee and (d) teγ vs cosΘeγ for 2010 data. The contours of the
PDFs (1-, 1.64- and 2-σ) are shown, and a few events with
the highest signal likelihood are numbered in each year. (The
two highest signal likelihood events in 2010 data appear only
in (c) or (d).)

sample are shown in Fig. 2 [20]. The analysis of the full
data sample gives a 90% C.L. upper limit of 2.4× 10−12,
which constitutes the most stringent limit on the exis-
tence of the µ+ → e+γ decay, superseding the previous
limit by a factor of 5. The 90% C.L. intervals as well as
the best estimate of the branching ratio for 2009 and 2010
data separately are also given in Table I. The 2009 data
set, which gives a positive best estimate for the branch-
ing ratio, is consistent with the hypothesis B = 0 with
an 8% probability.

The systematic uncertainties for the parameters of the
PDFs and the normalization factor are taken into account
in the calculation of the confidence intervals by fluctuat-
ing the PDFs according to the uncertainties. The largest
contributions to the systematic error, which amount to
a shift of about 2% in total in the branching ratio upper
limit, come from the uncertainties of the offsets of the rel-
ative angles, the correlations in the positron observables
and the normalization.

The MEG experiment continues data-taking and is ex-
pected to explore the µ+ → e+γ decay down to a branch-
ing ratio sensitivity of a few times 10−13 in the next few
years.
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We present a new result based on an analysis of the data collected by the MEG detector at the
Paul Scherrer Institut in 2009 and 2010, in search of the lepton flavour violating decay µ+ → e+γ.
The likelihood analysis of the combined data sample, which corresponds to a total of 1.8 × 1014

muon decays, gives a 90% C.L. upper limit of 2.4× 10−12 on the branching ratio of the µ+ → e+γ
decay, constituting the most stringent limit on the existence of this decay to date.

PACS numbers: 13.35.Bv; 11.30.Hv; 11.30.Pb; 12.10.Dm

The lepton flavour violating (LFV) decay µ → eγ is
forbidden within the standard model of elementary parti-
cles (SM). Even with the introduction of neutrino masses
and mixing SM predicts an immeasurably small branch-
ing ratio (B ! 10−51) for this decay. Conversely new
physics scenarios beyond SM, such as supersymmetric
grand unified theories or theories with extra dimensions,
predict branching ratios in the 10−12 to 10−14 range [1–
3]. This is close to the present limit set by the MEGA
experiment [4], B ≤ 1.2 × 10−11, which places one of
the most stringent constraints on the formulation of such
theories. Observation of µ → eγ therefore would be an
unambiguous signature of new physics, while improve-
ments on the existing limit would stringently constrain
many of the new physics scenarios beyond SM.

The MEG experiment [5, 6] covers a 10% solid angle,
centred around a thin muon stopping target (205µm-
thick polyethylene) and is composed of a positron spec-
trometer and a photon detector in search of back-to-back,
monoenergetic, time coincident photons and positrons
from the two-body µ+ → e+γ decay. The positron spec-
trometer consists of a set of drift chambers (DC) [7] and

scintillation timing counters (TC) [8] located inside a su-
perconducting solenoid with a gradient field [9] along the
beam axis, ranging from 1.27 Tesla at the centre to 0.49
Tesla at either end. The photon detector [10], located
outside of the solenoid, is a homogeneous volume (900 ℓ)
of liquid xenon (LXe) viewed by 846 UV-sensitive photo-
multiplier tubes (PMTs) submerged in the liquid. The
spectrometer measures the positron momentum vector
and timing, while the LXe detector is used to reconstruct
the γ−ray energy as well as the position and time of its
first interaction in LXe. All the signals are individually
digitized by in-house designed waveform digitizers based
on the multi-GHz domino ring sampler chip (DRS) [11].
The PSI πE5 beam line is used to stop 3 × 107 posi-
tive muons per second in the target. The residual polar-
ization of the decaying muons along the beam axis was
measured to be ⟨P ⟩ = −0.89± 0.04. The background to
µ+ → e+γ decay comes either from radiative muon de-
cays µ+ → e+νν̄γ (RMD) in which the neutrinos carry
away little energy or from an accidental coincidence of
an energetic positron from a normal Michel decay with a
γ−ray coming from RMD, Bremsstrahlung or positron

< 4.2 ×10-13@ 90% C.L.

Likelihood

* this curve is not directly used for setting limits

•Previous limit 5.7×10-13
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Table 2 Best fit values of the branching ratios (Bfit), upper limits at
90% C.L. (B90) and sensitivities (S90)

dataset 2009–2011 2012–2013 2009-2013

Bfit ⇥ 1013 �1.3 �5.5 �2.2

B90 ⇥ 1013 6.1 7.9 4.2

S90 ⇥ 1013 8.0 8.2 5.3

the Rsig distribution observed in the full dataset together with1764

the expected distribution from the fit result.1765

The results from the maximum likelihood analysis are1766

summarised in Table 2. The dominant systematic uncertainty1767

is due to the target alignment uncertainty, which increases1768

the upper limit by 5% while the other uncertainties increase1769

it by less than 1% in total.1770

The upper limit on the branching ratio is consistent with1771

the sensitivity under the background-only hypothesis presen-1772

ted in Sect. 4.7.1. This result is confirmed by following the1773

profile of the log-likelihood curve as a function of the num-1774

ber of signal events, in parabolic approximation, and by in-1775

dependent analysis, based on a set of the constant PDFs,1776

which will be discussed in Sect. 4.7.3.1.1777
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Figure 28 The negative log-likelihood ratio (�p) as a function of the
branching ratio.

A maximum likelihood fit without the constraints on NRMD1778

and NACC estimated in the side-bands is performed as a con-1779

sistency check. The best fit values of NRMD and NACC for1780

the combined dataset are 7684 ± 103 and 663 ± 59, respect-1781

ively. They are consistent with the respective expectations1782

of 7744± 41 and 614± 34 and also with the total number of1783

observed events (Nobs = 8344) in the analysis window.1784

4.7.3 Discussion1785

4.7.3.1 Constant PDFs’ analysis1786

1787

A maximum likelihood fit is also performed by using1788

the constant PDFs, obtaining results in good agreement with1789

those of the analysis based on event-by-event PDFs. The1790

best fit and upper limit at 90% C.L. on the branching ra-1791

tio obtained by this analysis on the full dataset are �2.5 ⇥1792

10�13 and 4.3 ⇥ 10�13 respectively, in close agreement with1793

the results of the event-by-event PDFs’ analysis presented1794

in Sect. 4.7.2. The fitted numbers of RMD and accidental1795

events are 630 ± 66 and 7927 ± 148, in agreement with the1796

expected values of 683± 115 and 7915± 96 obtained by ex-1797

trapolations from the side-bands. These numbers also agree1798

with those of the event-by-event PDFs’ analysis when one1799

takes into account that the angular selection based on the1800

relative stereo angle (⇥e+� > 176�) selects ⇡ 3 % more ac-1801

cidental events than that based on ✓e+� and �e+�. Figure 301802

shows an example of the results obtained with the constant1803

PDFs’ analysis for the projection of the best fitted function1804

on ⇥e+�: the fitted and the data distributions are in good1805

agreement.1806

The consistency of the two analyses is also checked by a1807

set of pseudo experiments, specifically produced to be com-1808

patible with the structures of both the analyses (“common1809

toy MCs”). The upper limits at 90% C.L. observed in the two1810

analyses for a sample of several hundred common toy MCs1811

are compared in Fig. 31; the experimental result is marked1812

by a star. There is a clear correlation between the upper lim-1813

its from the two analyses with a ⇡ 20% better sensitivity on1814

average for the event-by-event PDFs’ analysis. By analysing1815

the distribution of the di↵erences between the upper limit re-1816

constructed by the two analyses on this sample of common1817

toy MCs, we found that the probability of obtaining a di↵er-1818

ence in the upper limit at least equal to that measured on the1819

real data is 70%̇.1820

4.7.3.2 Comparison with previous analysis1821

1822

The previous MEG publication [7] reported on the ana-1823

lysis based on the 2009–2011 dataset. The analysis presen-1824

ted here includes a re-analysis of the 2009-2011 dataset with1825

improved algorithms. Since the analysis algorithms are re-1826

vised, the reconstructed observables are changed slightly, al-1827

beit within the detector resolutions. A change in the results1828

of the analysis is expected due to statistical e↵ects. The ex-1829

pected di↵erence in the upper limit between the old and new1830

analyses for the 2009–2011 dataset is evaluated by a set of1831

toy MC simulations based on the expected changes in the re-1832

constructed observables, and shows a spread of 4.2 ⇥ 10�13
1833

(RMS) with a mean of nearly zero. The di↵erence observed1834

No excess of the signal was observed

MEG updated the most stringent upper limit

• 30 times more stringent than the previous experiment (MEGA)

• Paper will be uploaded to arXiv soon (this week ?)

Best fit Br

Br UL@90%CL

90%CL Sensitivity
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Beam intensity >2 higher than MEG I
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Single volume, long chamber for high 
resolution and efficiency
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High resolution e+ timing with highly 

segmented plastic counters
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New VUV sensitive SiPMs for higher 
granularity and uniformity
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Newly added low momentum e+ detector 
for vetoing BG events
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Cylindrical drift chamber
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Unique gas volume 
He/Isobutane 90:10 
Stereo angle (7-8°) wires 
~1200 anode, ~6400 cathode wires 
Low material : 1.7× 10-3 X0

Efficiency                     : >85% 
Hit resolution               : 120 µm 
Momentum resolution : 130 keV 
Angular resolution       : 3.7 mrad (φ), 5.3 mrad (θ)

Expected performance

Double the efficiency, and half the resolutions compared to MEG I spectrometer

17

!

"

5

!

"

1.
2.

4.

5.

7.

FIG. 10: An overview of the present MEG experiment versus the proposed upgrade. The numbers refer to the items

listed in the text.

The photon detector showed somewhat degraded reconstruction capabilities for photons converting at

the edge of its acceptance. Close to the entrance face the size of the 2” PMTs introduces a strong non-

uniformity, while close to the lateral faces the PMTs introduce shadows in the acceptance. As explained in

section IX a di↵erent solution is now envisaged for the front and lateral faces, to recover resolutions and

e�ciencies.

Furthermore there is also room for improving the tracker e�ciency. The main part of the MEG tracking

ine�ciency is mainly due to the DC front-end electronic boards and mechanical support which intercept a

large fraction of positrons on their path to the timing counters. The use of segmented cathode foils (Vernier

pads) to reconstruct the z�coordinate was partially limited by the low amplitude of the induced signals on

the cathodes, making the z�measurement more sensitive to the noise. The chamber operation presented

some instabilities: their use in a high radiation environment led to ageing related problems, with discharges

preventing their usage. This implied the impossibility of operating some of the chamber planes during part

17

!

"

5

!

"

1.
2.

4.

5.

7.

FIG. 10: An overview of the present MEG experiment versus the proposed upgrade. The numbers refer to the items

listed in the text.

The photon detector showed somewhat degraded reconstruction capabilities for photons converting at

the edge of its acceptance. Close to the entrance face the size of the 2” PMTs introduces a strong non-

uniformity, while close to the lateral faces the PMTs introduce shadows in the acceptance. As explained in

section IX a di↵erent solution is now envisaged for the front and lateral faces, to recover resolutions and

e�ciencies.

Furthermore there is also room for improving the tracker e�ciency. The main part of the MEG tracking

ine�ciency is mainly due to the DC front-end electronic boards and mechanical support which intercept a

large fraction of positrons on their path to the timing counters. The use of segmented cathode foils (Vernier

pads) to reconstruct the z�coordinate was partially limited by the low amplitude of the induced signals on

the cathodes, making the z�measurement more sensitive to the noise. The chamber operation presented

some instabilities: their use in a high radiation environment led to ageing related problems, with discharges

preventing their usage. This implied the impossibility of operating some of the chamber planes during part

μ μ

Drift chamber
Drift chamber

e+ e+



R.Sawada Oxford 2016

Pixelated timing counter

41

Single counter resolution : ~70 psec 
Overall time resolution : 30 psec

9 counter-hits in average

About half the resolutions compared to MEG I timing-counter

4–5 cm wide, 12 cm long, 5 mm thick

6 SiPMs in series

Laser for time-offset calibration



R.Sawada Oxford 2016

LXe Photon Detector

42
Computer graphics

12×12mm2 SiPMs sensitive to LXe 
scintillation lights

2” LXe PMT

VUV MPPC 
(12×12 mm2)

Normal MPPC (3×3 mm2)

Hamamatsu S10943-4372

Twice better energy and position 
resolutions

Time resolution can be better (40–60 
psec) because of the more 
photoelectrons and the better position 
resolution. 

~10% improvement of detection 
efficiency due to less amount of material 
on the inner face
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Radiative Decay Counter

43

111

FIG. 92: A configuration of the upgraded detector with radiative decay counters located at the both ends of the

spectrometer. In this figure, a high-energy �-ray and a low-momentum positron from a muon decay on the target are

detected by the LXe detector and the downstream RDC, respectively.

to decay with such a low momentum positron is low. In the CrystalBox detector [50], RMD events with

low momentum positrons were clearly detected and used in the physics analysis, which discarded 12.3%

of the candidate events with a loss in the signal detection e�ciency of 0.5%. In the MEGA experiment

[51], internal bremsstrahlung veto counters (IBV) were mounted to detect low momentum positrons. The

original design was to decrease 80% of background events. However those counters were not used in the

final physics analysis because only 3.5% of high energy �-rays with a pair positron were detected with IBV

hits, and the rate was independent of the �-ray energy.

In the MEG detector, the bending radii of those low momentum positrons are typically smaller than 4 cm

and 9 cm at the center and the end of the magnet, respectively. The radiative decay veto counters (RDC)

therefore have to be mounted on the muon beam axis. The detection of the low momentum positrons can

be done using plastic scintillation counters of about 250 µm thickness. The counter at the upstream side is

used also to reduce the momentum of the muon beam. By removing or thinning the degrader in the beam

transport solenoid, which is presently 300 µm thick Mylar, the total thickness of the material before the

target can be the same as the present detector.

A RDC module consists of 192 vertically aligned scintillation fibers and several scintillation plates. The

thickness of the fibers and plates is 250 µm. The fibers are used at the central part to minimize the dead-time

due to the high hit-rate, and the plates are used at the edge parts of the counter to not increase number of

Low momentum e+ detector
Identify background γ from radiative muon decay 
16—28 % improvement of sensitivity

RDC : radiative decay counter

The detector was already built

Upstream (optional) : 250µm fibers 
Downstream             : Plastic scintillators for timing and LYSO for energy measurement



R.Sawada Oxford 2016

Construction

44

Present status of the chamber 

BVR 08 Feb 2016  12 

Drift chamber 

TC in 2015 is shown later

All LXe SiPMs produced

LXe detector in a clean room

New waveform readout board (WaveDREAM)
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2015 pre-engineering run
In Oct—Dec 2015, we tested several parts in PSI with high rate muon beam
• Same muon intensity with MEG II
• 1/4 scale timing counter and a mockup drift-chamber were installed
Goals
• Mechanical tests

• Mechanical integrity of sub-detectors, target insertion system etc.
• Beam optimization

• New thin target + degrader combination
• Check how the upstream RDC affects the beam emittance with using 

a dummy US RDC
• Test further monitoring tools,

• Luminophor Foil (Plastic substrate + CsI) + CCD
• Thin plastic scintillator as a muon stopping target

• Electronics
• New readout system (WaveDREAM)
• New trigger and DAQ

• Timing counter tests
• The number of scintillation counters is 1/4 of the final one.
• Laser calibration system partially installed.
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2015 pre-engineering run

46
1/4 (=128) counters installed in the downstream side

Drift chamber mockup and inner foil New target
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pre-engineering run results

Most of the goals achieved

• All the mechanical parts were successfully installed with minor adjustments

• Intensity of muon beam meets the requirements with some contingency.

• Rate at Target 9×107

• Target stopping efficiency ~85%

• Beam size ~10 mm

• The influence of US RDC to the beam emittance is little.

• Successful muon data acquisition.

• Trigger-DAQ chain was tested. Several issues (e.g. high noise level) found 
that need addressing.

• All timing counters were functional

• Resolutions were worse than expectation probably due to electronics 
problems.

47



R.Sawada Oxford 2016

Highlight of TC pilot data

48

TC event display showing a hits by a Michel positron Hit rate on timing counters consistent with MC

Channel ID (in the order of distance from the target)

R
at

e 
(k

H
z)

MC
Data

electronics 
problem

Data-MC difference may be due to imperfect implementation of chamber geometry in MC
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Plan for 2016

Spring beam time (June — July)

• TC pilot run with improved electronics

• Downstream RDC beam test

B-field mapping in the solenoid

Construction of the photon detector followed by performance test with 
reduced number of electronics channels.

Construction of the drift chamber
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MEG II data statistics

50

MEG I

0

12.5

25

37.5

50

2009 2010 2011 2012+2013

MEG II

k factor 
 = SES-1 (×1012)
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Expected performance and Sensitivity

51

90

XI. FINAL SENSITIVITY

The sensitivity of the upgraded MEG experiment is evaluated by using a maximum likelihood anal-

ysis technique developed to extract the upper limit (UL) at 90% C.L. on B(µ ! e�) in the MEG data

analysis [48]. This technique is more e�cient and reliable than a simple box analysis, since all types of

backgrounds are correctly folded in the global likelihood function and taken into account with their own

statistical weights.

An ensemble of simulated experiments (toy MC) is created from the probability density functions (PDFs)

describing the signal shapes and the background distributions for the photon energy (E�), positron energy

(Ee+), relative timing and relative angles. The enhanced precision of all upgraded detectors allows a much

better separation of the signal from the background and reduces significantly the spill of the gamma and

positron background distributions into the signal region, which is mainly due to experimental resolution

e↵ects. With a much lower accidental background in the new detector, the muon stopping rate can be higher

than the present one: optimization studies are under way, but a muon stopping rate of at least 7 ⇥ 107 µ/sec

is envisaged. The increased muon stopping rate and the enhanced resolutions are taken into account in

estimating the number and the distributions of background events expected in the upgraded experiment.

A representative scenario for the detector resolutions and e�ciencies is summarized in Tab. XI and com-

pared with the present MEG performance. The e�ciency of the positron reconstruction is highly improved

with respect to the current one, thanks to the high e�ciency of the new tracking system (close to 1) and to

the optimized relative position of the tracker and the timing counter.

TABLE XI: Resolution (Gaussian �) and e�ciencies for MEG upgrade

PDF parameters Present MEG Upgrade scenario

e+ energy (keV) 306 (core) 130

e+ ✓ (mrad) 9.4 5.3

e+ � (mrad) 8.7 3.7

e+ vertex (mm) Z/Y(core) 2.4 / 1.2 1.6 / 0.7

� energy (%) (w <2 cm)/(w >2 cm) 2.4 / 1.7 1.1 / 1.0

� position (mm) u/v/w 5 / 5 / 6 2.6 / 2.2 / 5

�-e+ timing (ps) 122 84

E�ciency (%)

trigger ⇡ 99 ⇡ 99

� 63 69

e+ 40 88

weeks

0 20 40 60 80 100

B
ra

n
ch

in
g
 r

a
ti

o

-1410

-1310

-1210

90% C.L.  MEG 2011
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Upgraded MEG in 3 years

 Discoveryσ5

 Discoveryσ3

90% C.L. Exclusion

Sensitivity in three years of DAQ : ~5×10-14

Resolutions                                        MEG I              MEG II

MEG II in 3 years            

90% C.L. MEG 2016

(In the curve, an improvement by RDC is not included)
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Conclusions

Final result of MEG I

Sensitivity : 5.3×10-13

No excess was found

30 times stringent new limit : B < 4.2×10-13 @ 90% C.L. from the 
previous experiment (MEGA)

MEG II

More intense beam, double the efficiency and half the resolutions.

Expected sensitivity : ~5×10-14 in 3 years of DAQ

Construction of the detector is ongoing.
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μ-e conversion

Discriminate physics model : B depends on the target material

54

µ-e conversion Signal
• Eµe ~ mµ-Bµ

– Bµ: binding energy of the 1s muonic atom

• Comparison with µ!eγ (and µ!3e) from the view point 
of experimental technique

• Improvement of a muon beam is possible, both in purity 
(no pions) and in intensity (thanks to muon collider 
R&D). A higher beam intensity can be taken because of 
no accidentals.

• Potential to discriminate different models through 
studying the Z dependence

R.Kitano, M.Koike, Y.Okada
P.R. D66, 096002(2002)

Background Challenge

µ!eγ and 
µ!3e

Accidental Detector performance
resolution, high rate

µ-e 
conversion

Beam
Cosmic

Beam background
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An Experiment to Search for the Decay µ → eee

By neglecting higher order terms in me, the total branching ratio of the
decay can be expressed by:

B(µ → eee) =
g2

1 + g2
2

8
+ 2 (g2

3 + g2
4) + g2

5 + g2
6 + 32 eA2 (ln

m2
µ

m2
e

− 11/4)

+ 16 η eA
√

g2
3 + g2

4 + 8 η′ eA
√

g2
5 + g2

5 , (2)

where the definition A2 = A2
L+A2

R is used. The pure photonic loop contribution
(term including A2) is logarithmically enhanced compared to the other contact
interaction or interference terms. The constants η and η′ are T -violating mixing
parameters. In case of a signal the different terms can be measured from the
angular distribution of µ → eee decay particles using a polarized muon beam.

Figure 2: Experimental limits and projected limits on the LFV mass scale Λ as
a function of the parameter κ (see equation 3).

To compare the new physics mass scale reach of the photonic and non-
photonic LFV coupling and to allow comparisons between the decays µ → eγ
and µ → eee the following simplified Lagrangian is assumed:

LLF V =
mµ

(κ + 1)Λ2
µRσµνeLFµν +

κ

(κ + 1)Λ2
(µLγµeL) (eLγµeL) , (3)

where for the contact interaction (right) term exemplarily the left-left vector
coupling is chosen. In this definition a common mass scale Λ is introduced and
the parameter κ describes the ratio of the contact interaction term amplitude
over the amplitude of the loop contribution. Limits on the mass scale Λ as

7

LCLFV =
mµ

(� + 1)�2
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μ-e Conversion

✤ Signal
✤ A mono-energetic electron

✤ Ee = m! - B! ~ 105MeV
✤ Delayed by ~1#s (Al target)

✤ BG
✤ Muon decay in orbit (DIO)
✤ Beam related

✤ Radiative pion capture
✤ Muon decay in flight (DIF)

✤ Cosmic-ray
✤ No accidentals!

1s-state in a muonic atom

nucleus
"-

Standard model

Muon decay in orbit (DIO)

Nuclear muon capture

Beyond standard model
!-e conversion

Mu2e Proposal

10 3
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κ

Λ (
Te

V)

B(µ→ eγ)>10-13

B(µ→ eγ)>10-14

B(µ→ e conv in 48Ti)>10-16

B(µ→ e conv in 48Ti)>10-18

EXCLUDED

Figure 1.2: Sensitivity of a µ → e conversion in 48Ti experiment that can probe a normalized
capture rate of 10−16 and 10−18, and of a µ → eγ search that is sensitive to a branching ratio
of 10−13 and 10−14, to the new physics scale Λ as a function of κ, as defined in Eq. (1.5).
The dimensionless parameter κ interpolates between a flavor-violating magnetic moment-
type operator (κ ≪ 1) and a flavor-violating four-fermion operator (κ ≫ 1). Also depicted
is the currently excluded region of this parameter space.

The effective Lagrangian above will mediate both µ → eγ and µ → e-conversion (and
µ → eee, which will not be discussed in any detail). While a handful of other effective
operators can also contribute, the ones above contain qualitatively the predictions of
most distinct new physics scenarios as far as µ → eγ and µ → e-conversion are
concerned. The sensitivity of different CLFV probes to Λ as a function κ is depicted
in Fig. 1.2. Note that, regardless of the value of κ, a µ → e-conversion experiment
sensitive to capture rates above 10−16 probes Λ values smaller than a few thousand
TeV.

For κ ≪ 1, the normalized µ → e-conversion is around several times 10−3 of the
branching ratio for µ → eγ, while for κ ≫ 1 the normalized capture rate for µ → e-
conversion is many orders of magnitude larger than the branching ratio for µ → eγ.
Hence, a µ → e-conversion experiment sensitive to normalized rates above 10−16 is at

6

MEG
2011

Present limit : 4.3×10-12 (SINDRUM II, Ti)
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Mu3e experiment

55

Letter of Intent for an Experiment
to Search for the Decay µ → eee

A. Blondel, A. Bravar, M. Pohl
Département de physique nucléaire et corpusculaire,

Université de Genève, Genève

S. Bachmann, N. Berger, A. Schöning, D. Wiedner
Physikalisches Institut, Universität Heidelberg, Heidelberg

P. Fischer, I. Perić
Zentralinstitut für Informatik, Universität Heidelberg, Mannheim

M. Hildebrandt, P.-R. Kettle, A. Papa, S. Ritt
Paul Scherrer Institut, Villigen

G. Dissertori, Ch. Grab, R. Wallny
Eidgenössiche Technische Hochschule Zürich, Zürich

P. Robmann, U. Straumann
Universität Zürich, Zürich

January 23rd, 2012
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An Experiment to Search for the Decay µ → eee

Figure 11: Sketch of the MAPS detector design from [70].

Figure 12: Block diagram of the HV MAPS detector from [70].

5.5.1 High Voltage MAPS Technology

We propose to use Monolithic Active Pixel Sensors (MAPS) as tracking detect-
ors, as they integrate sensor and readout functionalities in the same device and
thus greatly reduce the material budget. Classical concepts like hybrid designs
usually have a higher material budget due to additional interconnects (bonds)
and extra readout chips, which downgrade the track reconstruction perform-
ance, especially at low track momentum.

First MAPS designs were such that ionisation charges were collected mainly
by diffusion, with a timing constant of several hundreds of nanoseconds. HV-
MAPS designs with high bias voltages exceeding 50 V, however, overcome this
problem and provide timing resolutions of better than 100 ns. We propose to
use the High Voltage MAPS (HV-MAPS) design with pixel electronics com-
pletely implemented inside the deep N-well, which was first proposed by [70]
and has since been successfully tested [71, 72]. Figure 11 shows a sketch of the
proposed Monolithic Pixel Detector. The readout circuitry, see Fig. 12, allows
an efficient zero suppression of pixel information and the implementation of
timestamps to facilitate the assignments of hits between different pixel layers.
For readout designs providing 50 ns timing resolutions power consumptions of
about 150 mW/cm2 are expected [73].

Because of the small size of the active depletion zone, the detectors can also
be thinned down to 50 µm or less, depending on the complexity and vertical size
of the readout circuitry. By “thinning”, the material budget can be significantly
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An Experiment to Search for the Decay µ → eee

Target

Inner pixel layers

Scintillating fibres

Outer pixel layers

Recurl pixel layers

Scintillator tiles

μ Beam

Figure 8: Schematic view of the proposed experiment for the search of µ → eee
(not to scale). Shown are the detector components in the side view (top) and
in the transverse plane (bottom).

5 A Novel Experiment Searching for µ → eee

The proposed experiment aims for a sensitivity of B(µ+ → e+e−e+) < 10−16

(10−15) at 90% CL for a beam intensity of 2 ·109 (2 ·108) muon stops per second.
Reaching this sensitivity requires a large geometrical coverage and suppression
of any possible background to a level below 10−16.

The most serious backgrounds are considered to be the radiative muon decay
µ+ → e+e−e+ν̄µνe with a branching fraction of 3.4 · 10−5 and accidentals,
which must be efficiently suppressed by an excellent vertex and timing resolution
of the detector. Suppression of backgrounds requires a precise measurement
of the electron and positron momenta in order to reconstruct the kinematics.
By exploiting kinematical constraints accidental backgrounds can be further
reduced and missing momentum and energy due to the additional neutrinos in
the µ+ → e+e−e+ν̄µνe process can be detected. The kinematic reconstruction
of candidate events is mainly deteriorated by multiple scattering of the low
energy electrons. Therefore, the material budget of the target and detector,
which must be operated in a helium atmosphere, has to be kept to a minimum.

In summary, a detector capable of precise momentum, vertex and timing
reconstruction at very high rates is needed. We propose to construct an exper-
iment with a long high precision tracker based on thin silicon pixel detectors
and a system of time-of-flight hodoscopes, see Fig. 8, placed in a homogeneous
solenoidal magnetic field of about 1−1.5 Tesla. In the final sensitivity phase the
experiment shall be performed at the highest intensity muon beamline available
at PSI.
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Niklaus Berger – NuFact, August 2011 – Slide 29

Support sensors on KaptonTM prints, with 
aluminium signal and power lines

Four layers in two groups in a ~ 1.5 Tesla 
field

Total material few ‰ of X0, few layers

Add a scintillating fibre tracker to reduce 
combinatorics through timing
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bl
e 

tra
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er
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ut HVMAPS

• Need excellent resolutions to get rid of backgrounds
• Accidental BG : Vertex and timing 
• eeeνν decays   : Momentum

• The detector
• Scintillating fiber timing detector

• 100 ps resolution on average one electron
• Thin pixel silicon tracker

• High voltage monolithic active pixel (HVMAPS)
• Implement logic directly in N-well in the pixel
• Use a high voltage commercial process
• Small active region, fast charge collection
• Can be thinned down to <50 μm
• Low power consumption

(I.Peric, P. Fischer et al., NIM A 582 (2007) 876 (ZITI Mannheim, Uni Heidelberg))
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μ→eγ 2.4×10-12 O(10-14),  MEG upgrade

μ→eee 1.0×10-12 O(10-16),  Mu3e

μ+Ti→e+Ti 4.3×10-12 O(10-17), COMET/Mu2e

τ→eγ 3.3×10-8 O(10-9), Future B-factories

τ→eee 2.7×10-8 O(10-10), Future B-factories

τ→eμμ 2.7×10-8 O(10-10), Future B-factories

τ→μγ 4.4×10-8 O(10-9), Future B-factories

τ→μμμ 2.1×10-8 O(10-10), Future B-factories

τ→μee 1.8×10-8 O(10-10), Future B-factories

K→πμe 1.3×10-11

K→eμ 4.7×10-12

CLFV decay limits

56

Process Present UL Future UL
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Track reconstruction

57

Dri$	circle

R direction ( drift time ) Z direction ( charge ratio )

R : 210µm (core, 87%), 780 µm (tail, 13%) 
Z : 800µm (core, 91%), 2.1 mm (tail, 9%)

Single hit intrinsic resolution
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PMT Energy Time

LED 
Alpha source (5.5 MeV)

AmBe (4.4MeV) 
Neutron capture (9MeV) 
Li(p,γ)Be (17.6 MeV) 
π0➞γγ (55, 83 MeV) 
Cosmic ray (160 MeV)

B(p,γ) (4.4+11.7 MeV) 
π0➞e+eγ (55-83 MeV) 
Muon radiative decay 

Calibration and monitoring

58

MEG Cockcraft-Walton(C.W.) 
proton accelerator

Eur. Phys. J. C (2013) 73:2365 Page 39 of 59

A lithium tethraborate (Li2B4O7) target (p-target to distin-
guish from the µ-target described in Sect. 2.7) is used to
generate γ -rays from both reactions.

During calibration runs, the target, contained in a vacuum
pipe connecting the C–W accelerator to the MEG area, is
positioned at the centre of COBRA (see Figs. 67 and 68).
The p-target is oriented at 45◦ relative to the proton beam
direction, to reduce the amount of material on the path of the
γ -rays directed to the LXe detector.

During normal data taking the p-target is positioned
downstream outside the COBRA spectrometer. When start-
ing a calibration, the µ-target is removed from the beam line
by means of a compressed helium system and the p-target is
inserted to the centre of COBRA by means of an extendable
bellows system of ∼2 m stroke. The insertion (or extraction)
is computer controlled and takes ten minutes. At the end of
the test the inverse operation is performed, and the µ-target
reinserted. The reproducibility of its positioning has been
visually inspected and surveyed to be better than our spatial
resolutions.

Steering magnets and monitors are available along the
proton beam line (see Fig. 68) for centring the beam on

Fig. 67 Schematic layout of the area where the Cockcroft–Walton ac-
celerator is placed, with respect to the πE5 area

Fig. 68 The Cockcroft–Walton accelerator beam line

the p-target and for measuring the proton beam properties.
The data from the lithium reaction are recorded by a low-
threshold trigger, while a LXe-TC coincidence trigger is
used to record the two boron γ -rays (see Fig. 69).

By means of the C–W calibration lines the energy scale
of the experiment is constantly monitored, as are possible
drifts in the relative timing between the LXe detector and
the TC bars. This allows knowing of the energy scale in the
LXe detector at a few-per-mil level, and a time alignment
better than 20 ps.

7.3.2 π− beam and charge exchange set-up

To calibrate the LXe detector at an energy close to that of the
signal we use γ -rays from neutral pion decay (π0 → γ γ ).
A neutral pion is produced in the CEX reaction of negative
pions on protons at rest π−p → π0n. The resulting π0 has
a momentum of ∼28 MeV/c in the laboratory frame and
decays immediately to two γ -rays. The photons are emitted
back-to-back in the π0 rest frame with an energy of

E∗
γ = mπ0

2
≃ 67.5 MeV.

In the laboratory frame, the photon energies are

Eγ1,2 = γ
mπ0

2

(
1 ± β cos θ∗), (20)

where β is the π0 velocity and θ∗ the center-of-mass angle
between the photon and the π0 direction.

Differentiating Eq. (20), the energy spectrum of the two
photons in the laboratory frame

dN

dEγ
= dN

d cos θ∗ × d cos θ∗

dEγ
(21)

Fig. 69 Measured calibration lines from the reactions
11B(p,γ4.4γ11.6)

12C (green) and 7Li(p,γ17.6)
8Be (blue) (Color

figure online)
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generate γ -rays from both reactions.

During calibration runs, the target, contained in a vacuum
pipe connecting the C–W accelerator to the MEG area, is
positioned at the centre of COBRA (see Figs. 67 and 68).
The p-target is oriented at 45◦ relative to the proton beam
direction, to reduce the amount of material on the path of the
γ -rays directed to the LXe detector.

During normal data taking the p-target is positioned
downstream outside the COBRA spectrometer. When start-
ing a calibration, the µ-target is removed from the beam line
by means of a compressed helium system and the p-target is
inserted to the centre of COBRA by means of an extendable
bellows system of ∼2 m stroke. The insertion (or extraction)
is computer controlled and takes ten minutes. At the end of
the test the inverse operation is performed, and the µ-target
reinserted. The reproducibility of its positioning has been
visually inspected and surveyed to be better than our spatial
resolutions.

Steering magnets and monitors are available along the
proton beam line (see Fig. 68) for centring the beam on

Fig. 67 Schematic layout of the area where the Cockcroft–Walton ac-
celerator is placed, with respect to the πE5 area

Fig. 68 The Cockcroft–Walton accelerator beam line

the p-target and for measuring the proton beam properties.
The data from the lithium reaction are recorded by a low-
threshold trigger, while a LXe-TC coincidence trigger is
used to record the two boron γ -rays (see Fig. 69).

By means of the C–W calibration lines the energy scale
of the experiment is constantly monitored, as are possible
drifts in the relative timing between the LXe detector and
the TC bars. This allows knowing of the energy scale in the
LXe detector at a few-per-mil level, and a time alignment
better than 20 ps.

7.3.2 π− beam and charge exchange set-up

To calibrate the LXe detector at an energy close to that of the
signal we use γ -rays from neutral pion decay (π0 → γ γ ).
A neutral pion is produced in the CEX reaction of negative
pions on protons at rest π−p → π0n. The resulting π0 has
a momentum of ∼28 MeV/c in the laboratory frame and
decays immediately to two γ -rays. The photons are emitted
back-to-back in the π0 rest frame with an energy of

E∗
γ = mπ0

2
≃ 67.5 MeV.

In the laboratory frame, the photon energies are

Eγ1,2 = γ
mπ0

2

(
1 ± β cos θ∗), (20)

where β is the π0 velocity and θ∗ the center-of-mass angle
between the photon and the π0 direction.

Differentiating Eq. (20), the energy spectrum of the two
photons in the laboratory frame

dN

dEγ
= dN

d cos θ∗ × d cos θ∗

dEγ
(21)

Fig. 69 Measured calibration lines from the reactions
11B(p,γ4.4γ11.6)

12C (green) and 7Li(p,γ17.6)
8Be (blue) (Color

figure online)

Weekly energy and time calibration
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Absolute energy calibration 
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Energy and time resolution
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Non-uniformity due to 

Geometry 

Reconstruction algorithm 

Correction using 

17.6 MeV CW gamma for position 

Monitored weekly 

55 MeV CEX gamma for depth 
(energy dependent) 

Checked using background gamma 
spectrum during physics run

Energy Scale Uniformity

60

After correction : ~0.2 % uniform

17.6 MeV CW data 
uniformity before correction

γ

3%

[MeV]
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Signal RMD BG

Eγ Ee

Signal : CEX data 
BG     : Sideband data 
RMD  : SM + detector response

Signal : Michel e+ edge fitting 
BG     : Sideband data 
RMD  : SM + detector response
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Signal : MC+CEX (γ), two turn (e+) 
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RMD  : SM + detector response
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Momentum resolution is extracted from a fit to 
Michel edge spectrum 
Detector response  

double gaussian + acceptance 

σp = 330keV (79%) + 1.56MeV(21%)
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σz  2.5mm 
σy  1.1mm(86%), 5.3mm(14%) 

σθ  9.4mrad 
σφ  8.4mrad(80%), 38mrad(20%)  for φ=0
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shown in Fig. 31, is fit with the convolution of two double
Gaussian functions, resulting in a z coordinate resolution of
σDCHz = 800 µm in the core (91%) and σDCHz = 2.1 mm
in the tail. The largest known contribution to the z coor-
dinate resolution comes from the stochastic fluctuations of
the baseline in the presence of noise; this is estimated to be
σDCHz,noise = 550 µm on average. The design z coordinate reso-
lution was σDCHz = 300 µm.

(a) A view of a track segment in
the (x,y) plane. See text for details.

(b) A view of a track segment in
the zφ plane. See text for details.

Fig. 30 A diagram of the technique for measuring the intrinsic z coor-
dinate resolution.
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Fig. 31 A fit to the distribution of the difference of projected z coordi-
nates for two-hit clusters.

4.10.2 Angular Resolution

The resolutions in the measurements of the positron angles
at the target are measured from data by exploiting events
where the positron makes two turns in the DCHs. Each turn
is treated as an independent track, fitted, and propagated to
the beam line where the track angles are compared. The dis-
tributions of the difference of the two measured angles in
double-turn events are shown in Fig. 32 for θe and in Fig. 33
for φe. The resolution in each turn is assumed to be the same
and these distributions are fit to the convolution of a single
(θe) or double (φe) Gaussian functions. These functions rep-
resent the resolution function of the positron angles.

According to Monte Carlo studies, this method provides
a significant overestimate of the true resolution. After cor-
recting for this, we obtain a single Gaussian resolutionσθe =
9.4± 0.5 mrad and a double Gaussian φe resolution of σφe =
8.4 ± 1.4 mrad in the core (80%) and σφe = 38 ± 6 mrad
in the tail, where the errors are dominated by the systematic
uncertainty of the correction. The Monte Carlo resolutions
are σθe ∼ 9 mrad σφe ∼ 8 mrad, while the design resolutions
were σθe,φe ∼ 5 mrad.

It is also important to stress that these resolutions are af-
fected by correlations among the other positron observables,
which can be treated on an event-by-event basis, so that that
the effective resolutions determining the experimental sen-
sitivity are σθe = 8.5 ± 0.5 mrad and σφe = 7.7 ± 1.4 mrad
in the core.

The multiple scattering contribution to these resolution
is σθe ,φe ∼ 6.0 mrad, the rest is due to the single hit resolu-
tion.
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Fig. 32 A fit to the distribution of δθe ≡ θ1st turne − θ2nd turne on double-
turn events. The distribution is fitted with a single Gaussian function
convolved with itself, and the corresponding width is shown.

4.10.3 Vertex Resolution

The resolution in the position of the decay vertex on the tar-
get is dominated by the positron angular resolution. For a
proper evaluation of the angular resolution function, a pre-
cise knowledge of the correlations between positron angle
error and vertex position error is required. The average ver-
tex position resolutions, however, can be measured directly
by comparing the projected point of interception at the tar-
get plane on double-turn events. The difference in vertex z
coordinates of the two turns is fit to the convolution of a
single Gaussian function with itself, while that of the ver-
tex y coordinates is fit to the convolution of a double Gaus-
sian function with itself. After the Monte Carlo corrections
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Fig. 33 A fit to the distribution of δφe ≡ φ1st turn
e − φ2nd turn

e on double-
turn events. The distribution is fitted with a double Gaussian function
convolved with itself, and the corresponding core and tail widths are
shown, along with the fraction of events in the core component.

are applied, the resolutions are σye = 1.1 ± 0.1 mm in the
core (86.7%), σye = 5.3 ± 3.0 mm in the tail and σze =
2.5 ± 1.0 mm. The resolutions for Monte Carlo events are
σMCye = 1.0 ± 0.1 mm in the core and σMCze = 2.9 ± 0.3 mm.
The values of σye are corrected for the correlation with the
positron energy assumed to be the signal energy.

The design resolution was σye ,ze ∼ 1.0 mm without cor-
recting for correlation.

4.10.4 Energy Resolution

The positron energy resolution is measured with a fit of the
energy distribution to the unpolarised Michel spectrum mul-
tiplied by an acceptance function and convolved with a res-
olution function:

Probability density(Emeasurede ) =
(Michel ∗ Acceptance)(Etruee ) ⊗ Resolution. (6)

Functional forms for both the acceptance and the resolu-
tion functions are based on the guidance provided by Monte
Carlo simulation. The acceptance function is assumed to be:

Acceptance(Etruee ) =
1 + er f ( E

true
e −µacc√

2σacc
)

2
, (7)

and the resolution function is taken to be a double Gaus-
sian. The acceptance and the resolution parameters are ex-
tracted from the fit, as shown in Fig. 34. This gives an av-
erage resolution of σEe = 330 ± 16 keV in the core (82%)
and σEe = 1.13 ± 0.12 MeV in the tail. There is also a 60
keV systematic underestimation of the energy, to which we
associate a conservative 25 keV systematic uncertainty from
Monte Carlo studies. This is to be compared with the reso-
lution goal of σEe = 180 keV (0.8% FWHM).

A complementary approach to determining the positron
energy resolution is possible by using two-turn events as for
the angular resolution. Figure 35 shows the distribution of
the energy difference between the two turns. This is fit to
the convolution of a double Gaussian function with itself,
the same shape assumed in the fit of the edge of the Michel
spectrum. A disadvantage of this technique is its inability
to detect a global shift in the positron energy scale. This
technique gives an average resolution of σEe = 330 keV
in the core (79%) and σEe = 1.56 MeV in the tail, in reason-
able agreement with the results obtained from the fit of the
Michel spectrum. A systematic offset of 108 keV between
the energies of the two turns also appears; the energy of the
first turn is systematically larger than the energy of the sec-
ond turn. A related effect is the dependence of the measured
Michel edge on θe. These effects point to errors in the mag-
netic field mapping.
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Fig. 34 A fit to the Michel positron energy spectrum. The theoretical
spectrum (dashed black), the resolution function (dashed blue) and the
acceptance curve (in the bottom plot) are also shown.

4.10.5 Chamber detection efficiency

The relative efficiency of each chamber plane is measured
as the probability to have a reconstructed hit when its neigh-
bouring plane in the same chamber has at least one hit as-
sociated to a track. This probability is called the “hardware”
efficiency, while the probability to have a hit associated to

Resolutions for signal (after MC corrections)

Angular resolutions 
measured comparing two-
segments of 2-turn tracks

φe

θe

Vertex position

Emission angle
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PMT Energy Time

LED 
Alpha source (5.5 MeV)

AmBe (4.4MeV) 
Neutron capture (9MeV) 
Li(p,γ)Be (17.6 MeV) 
π0➞γγ (55, 83 MeV) 
Cosmic ray (160 MeV)

B(p,γ) (4.4+11.7 MeV) 
π0➞e+eγ (55-83 MeV) 
Muon radiative decay 

7

Table 1 The calibration tools of the MEG experiment.

Process Energy Main Purpose Frequency
Charge exchange ⇡�p! ⇡0n 55, 83, 129 MeV photons LXe energy scale/resolution annually

⇡0 ! ��
Proton accelerator 7Li(p, �)8Be 14.8, 17.6 MeV photons LXe uniformity/purity weekly

11B(p, �)12C 4.4, 11.6, 16.1 MeV photons LXe–TC timing weekly

Neutron generator 58Ni(n, �)59Ni 9 MeV photons LXe energy scale weekly

Radioactive source 241Am(↵, �)237Np 5.5 MeV ↵’s LXe PMT calibration/purity weekly

Radioactive source 9Be(↵241Am, n)12C? 4.4 MeV photons LXe energy scale on demand
12C?(�)12C

LED LXe PMT calibration continuously

order to find the signature of µ+ ! e+� events in a high-363

background environment [22,23]. The trigger must strike a364

compromise between a high e�ciency for signal event se-365

lection, high live-time and a very high background rejection366

rate. The trigger rate should be kept below 10 Hz so as not367

to overload the data acquisition (DAQ) system.368

The set of observables to be reconstructed at trigger level369

includes:370

– the photon energy;371

– the relative e+� direction;372

– the relative e+� timing.373

The stringent limit due to the latency of the read-out elec-374

tronics prevents the use of any information from the DCH,375

since the electron drift time toward the anode wires is too376

long. Therefore a reconstruction of the positron momentum377

cannot be obtained at the trigger level even if the require-378

ment of a TC hit is equivalent to the requirement of positron379

momentum & 45 MeV. The photon energy is the most im-380

portant observable to be reconstructed, due to the steep de-381

crease in the spectrum at the end-point. For this reason the382

calibration factors for the PMT signals of the LXe detector383

(such as PMT gains and quantum e�ciencies) are continu-384

ously monitored and periodically updated. The energy de-385

posited in the LXe detector is estimated by the linear sum of386

the PMT pulse amplitudes.387

The amplitudes of the inner-face PMT pulses are also388

sent to comparator stages to extract the index of the PMT389

collecting the highest charge, which provides a robust es-390

timator of the photon interaction vertex in the LXe detector.391

The line connecting this vertex and the target centre provides392

an estimate of the photon direction.393

On the positron side, the coordinates of the TC inter-394

action point are the only information available online. The395

radial coordinate is given simply by the radial location of396

the TC, while, due to its segmentation along �, this coordin-397

ate is identified by the bar index of the first hit (first bar en-398

countered moving along the positron trajectory). The local z-399

coordinate on the hit bar is measured by the ratio of charges400

on the PMTs on opposite sides of the bar with a resolution401

⇡ 5 cm.402

On the assumption of the momentum being that of a sig-403

nal event and the direction opposite to that of the photon,404

by means of Monte Carlo (MC) simulations, each PMT in-405

dex is associated with a region of the TC. If the online TC406

coordinates fall into this region, the relative e+� direction is407

compatible with the back-to-back condition.408

The interaction time of the photon in the LXe detector is409

extracted by a fit of the leading edge of PMT pulses with a410

⇡ 2 ns resolution. The same procedure allows the estimation411

of the time of the positron hit on the TC with a comparable412

resolution. The relative time is obtained from their di↵er-413

ence; fluctuations due to the time-of-flight of each particle414

are within the resolutions.415

2.10 DAQ system416

The DAQ challenge is to perform the complete read-out of417

all detector waveforms while maintaining the system e�-418

ciency, defined as the product of the online e�ciency (✏trg)419

and the DAQ live-time fraction ( fLT), as high as possible.420

At the beginning of data taking, with the help of a MC421

simulation, a trigger configuration which maximised the DAQ422

e�ciency was found to have ✏trg ⇡ 90% and fLT ⇡ 85% and423

an associated event rate Rdaq ⇡ 7 Hz, almost seven orders of424

magnitude lower than the muon stopping rate.425

The system bottleneck was found in the waveform read-
out time from the VME boards to the online disks, lasting
as much as tro ⇡ 24 ms/event; the irreducible contribution
to the dead-time is the DRS4 read-out time and accounts
for 625 µs. This limitation has been overcome, starting from
the 2011 run, thanks to a multiple bu↵er read-out scheme,
in our case consisting of three bu↵ers. In this scheme, in
case of a new trigger during the event read-out from a bu↵er,
new waveforms are written in the following one; the system
experiences dead-time only when there are no empty bu↵ers
left. This happens when three events occur within a time
interval equal to the read-out time tro. The associated live-
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Energy Scale Stability
Energy scale is monitored with 
several calibration sources as 
well as BG shape

Each of these shows very good 
stability (<0.2%RMS) by 
themselves.

However, they show same trend, 
and indicate real variation of the 
scale.

Introduce time-dependent 
correction by combination of 
calibrations

• Not use BG fit variation, but 
use it as a cross check

Uncertainty is evaluated (later) 
0.3-0.35%.
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Average resolutions 
1.6% (depth>2cm), 2.3% (depth<2cm)

Eur. Phys. J. C (2013) 73:2365 Page 31 of 59

Fig. 54 Reconstructed position distribution with a lead collimator in
CEX runs. There are two slits 1 cm wide in the 1.8 cm thick collimator

the lead collimator is not sufficient to stop 55 MeV γ -rays,
the floor events which are penetrating the lead collimator are
also observed. A double Gaussian function plus a constant
term is fitted to extract the position resolution of 54.9 MeV
γ -rays, and the results are 6.6 mm, 6.7 mm in this exam-
ple. The average resolution at different positions is 6.9 mm.
This result contains the effect of the slit width itself and of
the spread of π0 decay points, and is to be compared with
the average resolution (6.5 mm) from a Monte Carlo sim-
ulation of the same configuration. The quadratic difference
(1.8 mm, expected to come from the PMT QEs calibration
uncertainty) between the data and the Monte Carlo simu-
lation is added into the position resolution map built from
simulation.

Taking into account the difference between Monte Carlo
simulation and the data, the average position resolutions
are estimated to be σ(uγ ,vγ ) ∼ 5 mm and σwγ ∼ 6 mm, re-
spectively, comparable with the design position resolutions.
They are also close to σ MC

(uγ ,vγ ) ∼ 4 mm and σ MC
wγ

∼ 6 mm
estimated by Monte Carlo simulation.

6.4.2 Energy resolution

The energy response of γ -rays at the signal energy is ex-
tracted from the CEX calibration. A small correction is ap-
plied to take into account the different background condi-
tions between the muon and the pion beams, and the opening
angle between the two γ -rays.

The response function of the detector for monochromatic
γ -rays is asymmetric with a low-energy tail due to mainly
two reasons. One is the interaction of γ -rays in the mate-
rial in front of the LXe active volume, and the other is the
shower leakage from the front face. Figure 55 shows the
LXe detector response to 54.9 MeV γ -rays. The distribu-
tion is fitted with an asymmetric function F(x) convolved

Fig. 55 Energy response of the LXe detector to 54.9 MeV γ -rays
for wγ > 2 cm in a restricted range of (uγ , vγ ). The fitting func-
tion is described in the text. The resolution is σEγ = 1.56 % and
FWHMEγ = 4.54 %

with the pedestal distribution h(x) in the CEX run. F(x) is
given by

F(x) =

⎧
⎨

⎩

A exp(− (x−x0)
2

2σ 2
Eγ

) (x > x0 + τ ),

A exp( τ

σ 2
Eγ

(τ/2 − (x − x0))) (x ≤ x0 + τ ),

where A is a scale parameter, x0 is a peak position param-
eter, τ is a transition parameter and σEγ is a resolution pa-
rameter indicating the distribution width on the high-energy
side. Since F(x) shows the intrinsic resolution of the de-
tector without pedestal contribution, it can be used for any
realistic environment with a different pedestal distribution.

A 3-dimensional mapping of these parameters is incorpo-
rated into the likelihood function for the final analysis since
they depend on the position of the γ -ray conversion, mainly
on its wγ coordinate. As an example, the average energy res-
olution is measured to be σEγ = 1.6 % (3 cm < wγ ), 2.0 %
(0.8 cm < wγ < 3 cm) and 2.7 % (0 cm < wγ < 0.8 cm)
in 2011. Except for the acceptance edge along v coordinate
(σEγ ∼ 2.5 % with |v| > 68.2 cm and wγ > 3 cm), the en-
ergy resolution depends weakly on the uγ and vγ coordi-
nates. This number is to be compared with the energy reso-
lution of σ MC

Eγ
= 1.2 % for (2 cm < wγ ) evaluated by Monte

Carlo simulation. The reason of this slightly worse resolu-
tion is not fully understood. The behaviour of PMTs such as
gain stability, angular dependence etc., or optical properties
of LXe such as convection might be possible sources.

The design resolution was σEγ = 1.7 % over all wγ .

6.4.3 Timing resolution

To investigate the intrinsic time resolution of the LXe detec-
tor due to photoelectron statistics, two PMT groups (even
PMT IDs or odd PMT IDs) are defined, and the times of the

Measured using 55 MeV CEX gamma rays

Position and depth 
dependences are measured

Typical 55 MeV CEX spectrum

Resolution map

γ

Lower tail due to 
 Energy deposit in material before entering 
LXe (Magnet, cryostat, PMT holder etc.) 
 Energy escape from LXe

Eγ
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Position resolution : 5 mm
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Fig. 54 Reconstructed position distribution with a lead collimator in
CEX runs. There are two slits 1 cm wide in the 1.8 cm thick collimator

the lead collimator is not sufficient to stop 55 MeV γ -rays,
the floor events which are penetrating the lead collimator are
also observed. A double Gaussian function plus a constant
term is fitted to extract the position resolution of 54.9 MeV
γ -rays, and the results are 6.6 mm, 6.7 mm in this exam-
ple. The average resolution at different positions is 6.9 mm.
This result contains the effect of the slit width itself and of
the spread of π0 decay points, and is to be compared with
the average resolution (6.5 mm) from a Monte Carlo sim-
ulation of the same configuration. The quadratic difference
(1.8 mm, expected to come from the PMT QEs calibration
uncertainty) between the data and the Monte Carlo simu-
lation is added into the position resolution map built from
simulation.

Taking into account the difference between Monte Carlo
simulation and the data, the average position resolutions
are estimated to be σ(uγ ,vγ ) ∼ 5 mm and σwγ ∼ 6 mm, re-
spectively, comparable with the design position resolutions.
They are also close to σ MC

(uγ ,vγ ) ∼ 4 mm and σ MC
wγ

∼ 6 mm
estimated by Monte Carlo simulation.

6.4.2 Energy resolution

The energy response of γ -rays at the signal energy is ex-
tracted from the CEX calibration. A small correction is ap-
plied to take into account the different background condi-
tions between the muon and the pion beams, and the opening
angle between the two γ -rays.

The response function of the detector for monochromatic
γ -rays is asymmetric with a low-energy tail due to mainly
two reasons. One is the interaction of γ -rays in the mate-
rial in front of the LXe active volume, and the other is the
shower leakage from the front face. Figure 55 shows the
LXe detector response to 54.9 MeV γ -rays. The distribu-
tion is fitted with an asymmetric function F(x) convolved

Fig. 55 Energy response of the LXe detector to 54.9 MeV γ -rays
for wγ > 2 cm in a restricted range of (uγ , vγ ). The fitting func-
tion is described in the text. The resolution is σEγ = 1.56 % and
FWHMEγ = 4.54 %

with the pedestal distribution h(x) in the CEX run. F(x) is
given by

F(x) =

⎧
⎨

⎩

A exp(− (x−x0)
2

2σ 2
Eγ

) (x > x0 + τ ),

A exp( τ

σ 2
Eγ

(τ/2 − (x − x0))) (x ≤ x0 + τ ),

where A is a scale parameter, x0 is a peak position param-
eter, τ is a transition parameter and σEγ is a resolution pa-
rameter indicating the distribution width on the high-energy
side. Since F(x) shows the intrinsic resolution of the de-
tector without pedestal contribution, it can be used for any
realistic environment with a different pedestal distribution.

A 3-dimensional mapping of these parameters is incorpo-
rated into the likelihood function for the final analysis since
they depend on the position of the γ -ray conversion, mainly
on its wγ coordinate. As an example, the average energy res-
olution is measured to be σEγ = 1.6 % (3 cm < wγ ), 2.0 %
(0.8 cm < wγ < 3 cm) and 2.7 % (0 cm < wγ < 0.8 cm)
in 2011. Except for the acceptance edge along v coordinate
(σEγ ∼ 2.5 % with |v| > 68.2 cm and wγ > 3 cm), the en-
ergy resolution depends weakly on the uγ and vγ coordi-
nates. This number is to be compared with the energy reso-
lution of σ MC

Eγ
= 1.2 % for (2 cm < wγ ) evaluated by Monte

Carlo simulation. The reason of this slightly worse resolu-
tion is not fully understood. The behaviour of PMTs such as
gain stability, angular dependence etc., or optical properties
of LXe such as convection might be possible sources.

The design resolution was σEγ = 1.7 % over all wγ .

6.4.3 Timing resolution

To investigate the intrinsic time resolution of the LXe detec-
tor due to photoelectron statistics, two PMT groups (even
PMT IDs or odd PMT IDs) are defined, and the times of the

Measured using lead collimators with CEX data

Projection

Width is compared with MC

Reconstructed position
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Timing resolution
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    Time resolution : 67 ps 
      = 119ps - beam spread(58ps) - resolution of reference counter(81ps) 
Breakdown

γ

γ
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same event are reconstructed by these two groups indepen-
dently. Then the intrinsic time resolution is estimated by the
time difference between these two results, being dominated
by photoelectron statistics, while the effects of electronics,
the position reconstruction and the event-by-event shower
spread cancel out resulting in σ

phe
tγ = 36 ps at 55 MeV.

The absolute timing resolution is evaluated from the
time difference between two γ -rays, emitted back-to-back
from the π0 decay during CEX calibration (see Sect. 7.3.2),
reconstructed by the LXe detector and by a reference
preshower counter. Figure 56 shows the measured time dif-
ference distribution having a resolution of σπ0

tγ γ
= 119 ps,

which includes not only the LXe detector timing resolu-
tion but also the contributions due to the uncertainty of
the π0 decay position and to the reference counter. The
former is evaluated to be σ

π0
tγ = 58 ps by the π− beam

spread (∼8 × 8 mm2 beam spot size). The reference counter
has two plastic scintillator plates and both sides are read
out by 2′′ fine mesh PMTs. The timing resolution of each
plate is estimated by the time difference between the two
PMTs, and the timing resolution of the counter is esti-
mated by these resolutions by taking into account the cor-
relation of the plates. Finally, the resolution of the refer-
ence counter is evaluated to be σ ref

tγ
= 81 ps. The abso-

lute timing resolution of the LXe detector is estimated by
subtracting these contributions, resulting in σtγ = 65 ps at
55 MeV. Figure 57 shows the energy-dependent timing res-
olution of the LXe detector. Black squares show the mea-
sured timing resolution σπ0

tγ γ
, while the red circles show

the LXe detector timing resolution σtγ . The black and the
red smooth curves are the fit results, and their functions
are shown in the figure. A vertical dotted line shows the
γ -ray signal energy (52.83 MeV). The timing resolution

Fig. 56 Time difference reconstructed by the LXe detector and a ref-
erence preshower counter for 54.9 MeV γ -rays

improves at higher energy, which indicates that the photo-
electron statistics still contributes significantly. This small
energy dependence is taken into account in extracting the
timing resolution for signal γ -rays to obtain σLXe

tγ
= 67 ps.

This number is in good agreement with the timing resolu-
tion of σ LXe,MC

tγ = 69 ps evaluated by Monte Carlo simula-
tion.

The breakdown of the time resolution is as follows:

σ LXe
tγ

= σ
phe
tγ ⊕ σ ele

tγ
⊕ σ TOF

tγ
⊕ σ sho

tγ
, (19)

where σ phe is defined above, σ ele
tγ

= 24 ps from electronics

contribution, σTOF
tγ

= 20 ps from the γ -ray time of flight un-
certainty (which corresponds to depth reconstruction uncer-
tainty), and σ sho

tγ
= 46 ps from position reconstruction un-

certainty and the shower fluctuation.
The final resolution on the γ -ray timing σtγ is obtained

combining σLXe
tγ

with the additional σ tar
tγ

spread due to the
uncertainty in the muon decay vertex on the target as mea-
sured by extrapolating the positron at the target plane (see
Sect. 4.10.3). This spread is no more than σ tar

tγ
∼ 5 ps giv-

ing a negligible contribution. The results are σtγ = 67 ps and
σ MC

tγ
= 69 ps.

These results are to be compared with the design res-
olution σ LXe

tγ
∼ 43 ps, that was calculated taking into ac-

count approximately only the contribution from position re-
construction uncertainty. Taking into account also the un-
certainty in the muon decay vertex the design resolution is
again σtγ ∼ 43 ps.

Fig. 57 Energy-dependent timing resolution of the LXe detector (see
text for details)
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Further Beam Studies 
High-intensity non-invasive Beam Monitoring 

 Luminophor Foil + CCD 
 

 (Work undertaken together with our  
         Novosibirsk colleagues) 

�-Radiography 

Logo in  
solder 

Foils = 2�m Plastic Substrate 
             + 5�m CsI(Tl) 

CCD 

Luminorphor 
Foil 40 mm dia. 

�-beam profile  comparison 
from just 1-row of  
pixels at centre 
potential much better 
if  uses all pixels 
1 pixel = 16 bit depth 

Tg. 

movable 
Mirror 

CCD 

Tg. 
Image 

Muons 

MEG II Target Centring Monitor 

•  Use Scintillation Target for MEG II 
•  View with movable mirror system in 
     RDC flange with fix CCD on flange 
     side 

•  Test setup collimator  
     system 150�m  
     BC404B scintillator 
•  Compare to 2D pill scan 

2D-fit CCD Data 2D-fit Pill scan Data 

(�X = 21 mm,   
 �Y =25 mm) 
(MS not accounted for 
  more material) 

(�X = 19 mm,   
 �Y =21 mm) 

�-Radiography 
Target resolution with 
      muons < 1mm  

750�m Al cell 1x4 mm2 

•  Light intensity tested over long distance  
     COBRA Equivalent 1.8 m using telephoto 
      -> Still sufficient light 
      -> Looks Promising use Scint. Target in  
          COBRA for next Run 

CCD Muon beam scintillator Image 

SciFi methods  
with Particle_ID 
also being pursued 
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Per-event e+ PDF
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between observables

fitting error

Sensitivity improved by 10%

Examples
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ROME
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Photon Detector Expected Performance (MC)
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Updated LXe detector performance
❖ Realistic MPPC parameters for the simulation inputs

❖ Performance at Vover~7V
❖ Gain : 8x10

5

❖ CT+AP : 30%
❖ Signal decay time: 38ns
❖ PDE : 17-27%

❖ Reconstruction optimized for MPPC
❖ Similar performance confirmed for position, energy resolutions
❖ Better performance for timing resolution

❖ CF time threshold is optimized (depending on noise)

11

MEG noise level
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11

MEG noise level

Position resolution

Energy response

Time resolution

Twice better energy and position resolutions

Time resolution can be better (40–60 psec) 
because of the more photoelectrons and the 
better position resolution. 

~10% improvement of detection efficiency due 
to less amount of material on the inner face



R.Sawada Oxford 2016

Construction of Drift Chamber

Design and production of the parts (endcap, PCB, 
support structure, wires etc.) were completed

Wiring in ongoing with using a wiring machine 
produce in house.

77

Present status of the chamber 
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Construction status of photon detector
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Cryostat (re-used) in a clean room

A slab of SiPM on a readout PCB

~4000 SiPMS delivered to PSI 

All the SiPMs were produced and 
delivered

We are mounting SiPMs and PMTs in the 
cryostat
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New Electronics (WaveDREAM)

79

HV

LV

CratePMT
DC

Type 1
Trigger
Board

Type 2
Trigger
Boards

PC PC

PC

ADC

FP
GA

DRS
Board

DRS

Chip Board

ADC

FP
GA

T2

Inter
face

Inter
face

T2

PMT
SiPM
DC

PC PC
W
av
eD

R
EA

M
Bo
ar
d

DRS

ADC

FP
GA

TRG
Conc

TRG
Conc

DAQ
Conc

HV

LV

TRG
Conc

Old vs. New DAQ layout 

29 March 2012 Osaka Page 5 

64
0 

ch
an

ne
ls

 

25
6 

ch
an

ne
ls

 

MEG I MEG II

Readout, HV and trigger are integrated on same board.
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Electronics and trigger status
One crate of WaveDREAM boards were 
produced and tested

• Full production will be done after the test with 
actual detectors.

Trigger preparation is ongoing. Higher online 
resolutions are expected

Some problems (noise-level etc.) need to be 
solved.
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New front panels 

8 Feb 2016 MEG Review, PSI 

Data concentration board

WaveDREAM
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Positron - photon timing

Radiative muon decay peak 

In normal physics run

Corrected by small energy dependence 

81

Timing resolution for signal is 122 ps
taking into account the energy dependence
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Alignment between detectors

82

Relative position measurements 
Position of the sub-detectors were measured with laser-survey 
The alignment is checked by the cosmic ray data and AIF (positron Annihilation-in-
flight) events 

The difference of two method is included as a systematic uncertainty (1 mm) in the 
physics analysis 

Disappearing 
positron track

Extrapolation from the 
disappeared point

AIFCosmic ray
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Trigger and Electronics

83

2008 → 2009 : direction-match and γ energy 
                         resolution  improvement 
2010 → 2011 : multiple-buffer readout

Trigger 
FPGA based trigger system 
Physics-event trigger 
γ energy                                         → 2×103 Hz 
Time coincidence between γ and e+  → 100 Hz 
Direction match                                    → 10 Hz 

>95% efficiency for signal 

Readout 
DRS digitizer chip developed at PSI 

Sampling up to 5GHz (0.8 or 1.6 GHz used in 
MEG) 
12 bit voltage digitization 
16 ch per VME board 

Slow-control and DAQ 
9 frontend computers and an event builder 
MIDAS DAQ framework 
MSCB slow-control bus

DRS mezzanine board

http://midas.psi.ch

http://midas.psi.ch/drs

http://midas.psi.ch

