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1 Introduction

This note follows closely the layout of the ATLAS Technical Proposal (TP) section on
“Higgs sector in the MSSM” for what concerns the A/H— 77 decays and expands it
with more information on the points for which the authors think it is useful.

The main additions concern the e-u channel analysis description, the pT*** resolu-
tion with different 5 coverages fully simulated until »=5, plots documenting most
of the selection cuts used in the analysis, more information on the studies done at

10%* em~2s7'and various technical details.

2 Generalities

In the minimal supersymmetric extension of the Standard Model (MSSM), two Higgs
doublets are required, resulting in 5 physical states, usually referred to as H*, H~, h
(neutral lighter scalar), H (neutral heavier scalar) and A (neutral pseudoscalar). At
the tree level their masses can be computed in terms of only two parameters, typi-
cally m4 and tanf (the ratio of the vacuum expectation values of the two doublets).
Radiative corrections [1] introduce a dependence on m;: while the tree level relation
m2, = m?% + m¥ is only slightly affected, the upper limit for my, rises with m; and
with mj; in particular the tree-level inequality m; < myz becomes m; < 125 GeV for
m; = 170 GeV. Here the values m; = 170 GeV and mg = 1 TeV are assumed.
The parameter space of the MSSM, usually shown as extending over values 0 < m4 < 500
GeV and 0 < tanf < 50, can be explored through the A/ H to 77 decays, which require
very good T-identification and Ef***-resolution.
These aspects of the ATLAS detector performance are described in section 3 and a full
simulation of the detector performance was used to study as carefully as possible the
sensitivity of the experiment to these decays.

Events have been generated with PYTHIA MC version 5.7 with the correct 7-
polarisation inserted, and the event simulation has been done with GEANT 315 using
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FLUKA ( HADR=4) and DICE version 2.02 (maintained on the NEW disk from March
1994 until December 1994). The calorimeters are liquid argon calorimeters with a plate
simulation of the Accordeon structure and the hadronic barrel and extended hadronic
barrel are Tile calorimeters. The preshower is the separated RD3 preshower. A part
of the simulation was done with the Cosener’s House layout for the inner detector,
a second part with the Panel layout: no appreciable differences were observed in the
physical reconstructed quantities used in the following analysis. The collider energy is
assumed /s = 14 TeV.

The simulation has been made with an 7 coverage of 3. The forward calorimeter region

has been used at particle level, but the particle energies are smeared with %’ ¢ 4%

for em showers, and with % @ 7% for hadronic ones, accordingly with the values of
[2].

The integrated luminosity considered is I = 10* pb~!, which corresponds to one
year running at a luminosity £ =103% ¢m ™2 s7'. In these conditions 1.8 minimum bias
are foreseen to be superimposed to the good events. One minimum bias has been added
to the simulated events: a check has been done adding 2 minimum bias events and no
appreciable difference has been found in the reconstructed quantities interesting for
our analysis. In the last section a study done for assessing the discovery potential of
A/H— 77 channel also at 10** cm™2?s7'is described.

3 Detector performance

3.1 Reconstruction of pms
The invariant mass of a 7-pair can be reconstructed under the assumptions that m, = 0,
that the directions of the neutrino systems from each 7-decay coincide with that of the
measured 7-decay products and under the condition that the 7-decay products are not
back-to-back, which reduces considerably the acceptance for the signal [3].

If E;, E, are the energies and %y, Uy the directions of the measured 7-decay prod-
ucts (electrons, muons or jets), and if p™**, p;”i“ are the projections onto the x, y axes
of the measured p7***, then the energies E,, and F,, of the two neutrino systems from

T-decay can be obtained by resolving the system:
Prt (™) = (Buy # W)ay) + (Bup * W) y)-

miss

and p**** and the assumptions used result in many
cases in unphysical negative solutions for F,, and F,,, for which the A-mass cannot

miss

The measurement accuracy of pJ

be reconstructed.

A detailed evaluation of the pJ*** resolution of the ATLAS detector has been
performed. Particular attention was given to accurately inter-calibrate the various
calorimeters (electromagnetic or EC AL and hadronic or HC AL) and the preshower (PRE)
detectors, and to evaluate non-linearities in response at low energy. The x and y com-
ponents of pT*** were calculated from the transverse energies deposited in the cells with
In| <3 and summed as:

Er = a-EpPFE | g. g BCAL | p HOAL
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where 3 different sets of calibration constants a, 3, v were chosen for cells in an electro-
magnetic cluster, in a hadronic cluster and outside clusters. The first set was obtained
minimising the difference between the nominal and reconstructed energy divided by the
error for isolated electrons, the second one minimising the same quantity for hadronic
jets. The last set was obtained minimising the difference between the total nominal
energy in |p| <3 and the total reconstructed energy in || <3 divided by the error
(parametrized as AE = 0.1040.17 % E,,,,) in minimum bias events. In fact the distri-
bution of the total reconstructed energy, using the jet calibration coeflicients, divided
by the nominal energy in || <3 for a sample of minimum bias events was peaked at
0.91, so a third set of calibration constants was needed (the calibration constants for
MB can be obtained multiplying the jet ones by the following factors: a by 1.2, 8 by
1.1 and 4 by 1.1). The use of these calibration constants obtained from MB events
for the reconstruction of energies of cells not belonging to a cluster (a cluster is built
around a seed of Er>1 GeV) is important for taking into account the non linearity of
the calorimeter response to low energy particles [4].
An electronic noise with an RMS of 70 MeV per cell in the electromagnetic calorimeter
and of 2.5 MeV per cell in the preshower was added at the cell level and only those
cells with energy above 1.5 o of noise were considered . The requirement used in the
optimisation of this cut is the minimisation of both the difference between the recon-
structed jet energies and the deterioration of the pT*** resolution with and without the
noise added.
In the forward region, 3 < |p| < 5, the contribution of the calorimeter resolution to
the accuracy of the p'*** measurement is small and the computer time needed for full
simulation very large, therefore the particles in this region were not fully simulated but
their energies were appropriately smeared. This procedure was checked to be correct
on a limited sample of events which were fully simulated over || < 5.

Figure 1 shows (for A mass= 200 GeV) the contribution to the p™**, p;”mresolution
for the different calorimeters regions, that is for the coverages |p| < 1.4, 1.4 < |5| < 3,
3 < |n| < 5. Each plot gives the difference between Xp.(p,) in the specified n range
calculated at particle level and in full simulation; the fourth plot shows also the last
range in full simulation (note the difference of statistics). It can be seen that the
biggest contribution to p™***, p;”i”resolution comes from the barrel calorimeter, while
the contribution of the forward calorimeter is small. Obviously this does not mean
that the forward 5 coverage is not important, as it can be seen from Fig. 2, where the
difference between p™**calculated without 7 cut and with a cut at || < 5 or |p| < 3
at particle level is plotted.

Figure 3 shows the pmi*, p;”i“ resolution for the 4 simulated A masses, computed
as difference between p****or p;****calculated at particle level without n cut and p

py***calculated with a coverage |n| < 5 (full simulation for |§| <3 and appropriate

miss
2 or

smearing for 3 < |p| < 5).

Figure 4 shows this pmis*, p;”i“ resolution as a function of the total transverse
energy L Er measured in the calorimeters (all the A events are used for this plot).
This resolution is well described by the simple formula 0.46 x /X Er at a luminosity
of 10%® em~2s7 1.

The invariant mass of the 7-pair can then be reconstructed as:



m.r = 2(E; + E,))(E2 + E,,)(1 — cosb),

where 6 is the angle between the directions of the measured 7-decay products.

Figure 5 and Figure 6 show the different effects contributing to the width of the re-
constructed m., for m4=150 GeV and m4=300 GeV respectively. The first plot is
the distribution of the mjas generated by PYTHIA, the second plot gives the m,,
reconstructed using in the above expression the quantities at particle level (here the

miss

pF***components are calculated without 5 cut), the third plot is obtained in the same

miss miss

way of plot 2 using a cut |p| < 5 for the pF***calculation, in the fourth plot the p]
and p;”i“ obtained from the full simulation are used, finally in the fifth plot the recon-
structed quantities also for the jet and the lepton are used. Note that the energy of
7-jet is reconstructed in the same way as the energy of all other jets: due to the large
electromagnetic component in the 7-jet, its energy is overestimated of ~ 5%; a correc-
tion of this effect would bring no significant improvement to the m.,, reconstruction.
A big effect in the width is seen already in the second plot, due to the assumption on
the directions of the 7-decay products, the other big effect is seen in the fourth plot
due to the p***resolution in full simulation (direction and module).

Figure 7 shows the distributions of the reconstructed 77 mass for m4 = 100, 150,
200 e 300 GeV respectively. The statistics is good because these plots are obtained after
the cuts on E5* and on A¢(jet — p) described in section 4.1, without applying the 7-
identification cut. The mass resolution increases from 12 to 36 GeV when m 4 increases

from 100 to 300 GeV.

3.2 r-identification

The best sensitivity to the signal is achieved for events where one of the 7-leptons de-
cays to hadrons (see section 4.1), but this sensitivity depends crucially on the quality
of the 7-identification in the ATLAS detector, since backgrounds from jets are poten-
tially very large. For this reason, a systematic study of r-identification was performed,
based on fully simulated 7 —hadron decays and background events containing jets. A
hadronic jet with Er > 40 GeV and |n| < 2.5 was identified as a 7-jet if it satisfied the
following criteria:

o R.,, < 0.07, where R.,, is the jet radius computed using only the e.m. cells
contained in the jet;

e AEF < 0.1, where AE}? is the difference between the transverse energies contained
in cones of size AR = 0.2 and 0.1, normalised to the total jet transverse energy Fr;

o N,, = 1, where N,, is the number of reconstructed charged tracks with pr > 2 GeV
pointing to the cluster.

Figure 8 shows the distributions of these three quantities for the 7’s from A (m4=150 GeV)
and for the jets from the ¢f background, all chosen with E7>40 GeV. These distribu-
tions are done before any cut; however the 3 cuts are strongly correlated as it can be
seen from Table 1 that shows the efliciencies of these criteria, computed sequentially,
for hadronic 7-decays and for jets; separately b-jets and jets in ¢£ or W-jets events



(the rejection of b-jets applying the T-identification criteria is stronger than the rejec-
tion of other jets, also if it is computed with a large error: only 1 b-jet survives over
2000). The calorimeter cuts provide already a large rejection of ~ 140 against jets
with an efficiency of 28% for hadronic 7-decays. The ATLAS inner detector will be
able (see section 3.8.5.2 of TP) to reconstruct all such tracks within a low-multiplicity
jet environment with very high efficiency and negligible fake track rate, even at the
highest luminosities expected at LHC. This cut provides an extra rejection factor of ~ 8
against jets at the expense of loosing the small fraction of 3-prong 7-decays in the sig-
nal sample.

The probability for a jet to satisfy the r-identification criteria has been checked to
be independent from the other kinematic cuts applied to the events, and is therefore
used as a multiplicative acceptance factor in the results described in the next section,
when the statistics is too low to apply all the cuts sequentially. In fact for all the back-
grounds (except the Z° background) the rejection power of the cuts is so high that very
few events (sometimes zero) would have survived after the direct application of all the
kinematics and the 7-identification cuts. Thus the acceptance for the signals and the
Z° background was calculated applying all the cuts, while for the other backgrounds
the 7- identification cut is not applied sequentially, and it is taken as a multiplicative
factor. A significant test has been done on the 7’s from the A: applying all cuts se-
quentially or using the 7 identification cut as a multiplicative acceptance factor gives
results with a difference < 10%.

4 Search for A/H— 77 decays

The trigger for this channel is taken from the leptonic decay of one of the r-leptons.
The other 7-lepton may then decay to hadrons (lepton-hadron channel) or to another
lepton (lepton-lepton channel). The lepton-hadron channel turns out to provide the
best sensitivity to a possible A/H signal, mainly due to larger rate and to the more
favourable kinematics of the 7-decay.

4.1 Lepton-hadron channel

The signal and background processes were generated with 7~ -decays to muon and 7+-
decays to hadrons. They were fully simulated only for those events passing kinematic
cuts ("filter cuts”) which minimised the necessary computer time and did not bias the
acceptance of the final cuts.

Signal:
pp — A(H) + X
A(H) — 7tr~
T — had v, T — [T 77
Backgrounds:

pp—>tt_



t—>Wth t > Wb

W~ —p v, Wt—rty, 77 — had v, (la)
W~ — u v, W' — hadrons (1d)
pp — W™ +gets, W™ — pu" v, (2)
pp — bb
b— jets,b— p~ (3)

pp — ZO—I—X, AN

Tt = had vy, TT — u U, (4)
The charge conjugate decays as well as the processes with exchange e/y were taken

into account. The fraction of A — 77 giving a final lepton-hadron state is 46%.

The ¢t background where one t decays to H+ was also considered for low A masses

(assuming my,,=170 GeV, mg+ <160 GeV, that corresponds to m, <140 GeV) and
it was found to be negligible.
The numbers of events generated for signals and backgrounds are reported in Table 2
with the corresponding CPU times for one full simulated event and the description of
the filter cuts applied after the generation at particle level before the full simulation of
the detector.

In total 21637 events, stored in 113 3480-cartridges, have been fully simulated
(|n] <3) using a total of about 2500 hours of CPU (HP735/99 time).

The final kinematic cuts, which were applied to the reconstructed muon, jet and

miss

p7*** were chosen to be:

e pr* > 24 GeV and |n|* < 2.5;

e Isolation of the trigger lepton, asking a B < 5 GeV in a window of half-width=0.6
centered around the lepton, which rejects leptons from bb by a factor 100 for a 90%
efficiency for isolated leptons (see Figure 9);

o Erict > 40 GeV, |pfet < 2.5;

0 1.8 < Agi®t™H < 3. or 3.5 < AgiFtTH < 4.5

o mr(p — pFe*) < 25 GeV;

o pss > 18 GeV;

em. ., =my + AM.

Figure 9 and Figure 10 show the distributions of the most relevant quantities involved
in kinematic cuts for signal and backgrounds: for each quantity, the distribution is
shown for the signal and the background for which the cut on that quantity is more
effective.

Figure 11 shows the reconstructed mass for the ¢ and bb backgrounds.

Assuming an additional 90% reconstruction efficiency for the trigger lepton, Table 3
shows the expected rates for the signal and the backgrounds within the chosen mass
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bins, after all the above kinematical cuts. Table 4 shows details of the expected rates
for all the backgrounds after applying also the efficiencies for r-identification discussed
in section 3.2. The background rates in Table 3 and 4 were obtained using the following
production cross-sections [5]: o = 700 pbfor my = 170 GeV, 0% = 46 nb, and
taking owjets = 16.8 nb and oy = 81 nb (the values for owjets and oLf are cross
sections asking for a u with pr >24 GeV and |p[**t < 2.5) [6].

For my > 150 GeV, m4 and mpg are very close and the signal cross-sections mul-
tiplied by the BR(— 77) for both Higgs bosons are comparable. The rates in Tables 3
to 5 therefore correspond to the summed A and H cross-sections. For m4 = 100 GeV
however, mpg ~ 140 GeV and conservatively the H-signal alone was used, since the
background from Z— 77 decays is much larger than the A— 77 signal.

Finally, Table 5 shows the expected rates and significances after all cuts, for a value
of tanf8 = 10 and for an integrated luminosity of 10* pb~'.

4.2 e-u channel

The process
pp — A(H) + X

AH) — 7~

T W VUl T — et

VU, (1)
and its dominant backgrounds:
pp — tt

t—W'b, t - Wb
W~ — u v, Wt - ety (2)

b— cetve, b— cu™ v, (3)

were generated and fully simulated, together with the charge conjugate decays.
The fraction A — 77 giving a final e-u state is 6.3%.
The numbers of generated and simulated events for signals and backgrounds are lower
than the numbers of Table 2. About 1300 events of signal (mz=140 and m 4= 150, 200,
300 GeV) and about 500 events both for ¢f and bb backgrounds were fully simulated.
The 7 pair production via Drell-Yan or Z exchange followed by decay to e-p, that is a
significant background for A of 100 GeV mass, was not generated because, as in the
previous section, the analysis on the H of 140 GeV mass is performed.

The kinematical cuts are:
o pr., pr, > 15 GeV, | 7. |,| 7, [< 2.5 GeV
e isolation of the trigger leptons
o |sin Ag., [> 0.2
o mr(p — pF***) < 40 GeV
o piss > 15 GeV



e m., is reconstructed and a cut is then applied in the same way as described in the
previous section.

The dominant background for this channel for masses bigger than 140 GeV, is t¢;
bb is suppressed by €, on the two leptons, also if, due to the lower pr cut for leptons,
for a 90 % efliciency for the signal the rejection factor is 25.

The final results are reported in Table 6: the discovery potential at 5 o is worse than
the one obtained for the lepton-hadron channel. This is largely due to the fact that
the cut on mr(p — pPi**) is more effective for lepton -hadron, where this quantity for
signal peaks at much lower values than for the e-u cannel, as it can be seen comparing
the distributions of Fig. 12 that are done for A mass= 200 GeV for the lepton-hadron
and the e — p channel respectively. There is also an effect due to the leptons from =
decay having a lower energy respect to the hadrons from 7 due to the 3 body leptonic
decay of the 7, as it can be seen in Fig. 13. Fig. 13 shows the comparison between the
energy of jets from 7 in the lepton-hadron channel and jets in #Z background and the
comparison between the energy of electrons from 7 in the e — p channel and electrons
in tt background.

5 Discovery curve in (my4, tg3) plane

Finally the curve (c) of Fig. 16 has been extracted as discussed in the previous sec-
tions for an integrated luminosity of 10* pb~!. The final result is obtained imposing
that the total significance, calculated summing the significances for the two channels
in quadrature, exceeds the value of 5. This procedure is equivalent to compute the 5
standard deviation limit on o4 (ci®) from the relation: (¢i)™? = (Ué_h)_2 + (Ug_“)_2;
therefore it is evident that the contribution of e — g channel is rather marginal.

The values of tanf3 above those of curve (c) correspond to larger production rates and
couplings of the A/H to 77 pairs and the sensitivity to these decays would exceed 5 o
in this region.

For this channel there could be an ambiguity between SM and MSSM [1] only for masses
my < 100 GeV and tg8 <<10, that is in a region where ATLAS is not sensitive. It is
interesting to note that for the other investigated channels, that give the other curves
on Figure 16, ambiguities between SM and MSSM are also possible. In h — v, a h
with mass of 70 GeV is produced with the same cross section for SM and MSSM with
tan( ~ 1, while a h with mass of 110 GeV is the same approximately for tang > 30.
The same ambiguity can exist for H — £T£{~{*{"in the mass range ~ 200 — 300 GeV
for tanf << 2.

6 High Luminosity

To evaluate the possibility to study the A/H — 77 decays at high luminosity (10** em™2s71),
we have added the contribution due to the pile-up in the calorimeters at cell level. Our
treatment is approximate: the pileup energy is assumed gaussian, the RMS is assumed
constant in depth and the pileup contribution is added incoherently on all the cells. The
RMS energy values due to the pile-up in calorimeters are taken from [8], appropriately
rescaled for the different cells dimensions and luminosity used here. The RMS values:
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40 MeV/sin(8) per cell in the electromagnetic calorimeters and 180 MeV/sin(f) per
cell in the hadronic calorimeters have been used. With our assumptions, for an electro-
magnetic cluster 3x7 the average RMS due to the pileup turns out to be 317 MeV, in
good agreement with the estimation reported in TP (section 2.7.1.1); for the hadronic
calorimeter the evaluation of ref. [8] was done for the full LAr setup: in the barrel
and extended barrel regions (Tile calorimeters) the pileup is expected to be smaller
by a factor ~4 [9] (the effect of this overestimation is discussed in the following). For
the preshower an RMS value of 2.5 MeV/sin(0) taken from [10] has been used. The
electronic noise and the pile-up have been added incoherently in each cell. Only cells
with an energy above 2.50 of the total noise were considered (this cut was optimised
in the same way described in section 3.1), while only cells with Er> 1.5 GeV were
considered in the region 3 < |5| < 5 covered by the Integrated Forward Calorimeter.
Figure 14 shows the p’lﬁ‘issresolution and the m,, reconstructed for m4=150 GeV taking
into account the full LAr pile-up energy; if the lower estimation is used instead for the
Tile calorimeter, the RMS of the pP**resolution of Fig. 14 is reduced by 15-20%.

miss

Figure 15 shows the degradation of the pJ*** resolution expected at a luminosity
of 103* cm~2s7!, where the resolution is described by 1.1 x /X Er , compared to
the pi** resolution at 10%* cm~2s~!already shown in Fig. 4.

The widening of the m,, distribution is a factor ~1.4; however other aspects of
the detector performance are affected by pile-up, in particular the quality of the 7-
identification and the rejection power of the mr(u — p**) cut. The total effect of the
above 3 points has been estimated on the signal and on tf channel and gives a total
increasing of a factor ~3 for the background (no significant variation for the signal).
So the complexive degradation on the significance is v/3; a factor \/1.4 is accounted

for by the mass widening, leaving ~1.4 as the evaluation of the remaining effects.

7 Conclusions

The main results of the study of the full simulated A — 77 events are :
o the lepton-hadron channel has a bigger discovery potential than the e — u channel

o the width of pT** resolution depends strongly from the accuracy of the calorime-
ter calibrations and the effect of the electronic noise is small applying a threshold
cut on the calorimeters cells

e with a 7-jet identification efficiency of 26% a rejection factor ~ 400 against the
jets and ~ 2000 against the b-jets is reached

miss

e the cut on the transverse mass of the system lepton-pf*** strongly reduces the ¢t
background.

Due to the improvements in the 3 last points, the 50 curve in the (tan 3, m4) plane that
determines the discovery limit, obtained summing the results from the two channels,
is better than the one (curve e) reported in Fig. 8.8 of [7]. The curve roughly covers
the region between 100-300 GeV and tgf3 > 10.
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Table 1: Efficiency of T-identification criteria described in text for hadronic T-decays

and for jet backgrounds.

H Cuts H A—rr ‘ b-jets ‘ Other jets H

R.. 43% 0.8% 1.2%
AEF 28% 0.4% 0.7%
Ny, 26% | 0.05% 0.25%
Table 2: Statistics used
Events nevents | nlevents | sim. time filter cuts
generated | detector | 1 ev. (s)
simulated | HP735/99
my= 100 GeV 50400 3135 ~290 pr* > 24 GeV and |g/* < 2.5
m(H)= 140 GeV 10419 1866 ~320 Er" > 30 GeV and |p/h < 2.5
ma= 150 GeV 10800 2170 ~335 (where 7 — h viay)
my= 200 GeV 4265 1855 ~370
my= 300 GeV 1900 952 ~500
7 =TT 89200 2339 ~140
tt (— W — jets) 6784 1108 ~430 pr* > 24 GeV and |g/* < 2.5
tt(— W — 1) 11458 2210 ~510 mr(p — pP**) < 50 GeV
Wjets 197246 3819 ~220 pr* > 24 GeV and |g/* < 2.5
mr(p — pF**) < 50 GeV
at least 1 string with pr > 30 GeV
bb 929440 2183 ~400 pr* > 24 GeV and |g/* < 2.5
pr > 15GeV
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Table 3: For an integrated luminosity of 10* pb~!, expected signal and background rates

after kinematic cuts for the lepton-hadron A/H— 771 channel.

Signal mass (GeV) | mg = 140 | my = 150 | my = 200 | m4 = 300
Mass bin (GeV) 115-165 120-180 170-230 245-355
o for tanB = 10(pb) 2.91 4.48 1.59 0.35
Signal for tanB = 10 261 487 414 124
W + jets 23360 35040 38050 58410
tt (— W — jets) 7190 9910 13800 16680
tt(— W —r7) 490 660 660 790
bb 133580 140270 72520 66780
7— 171 1280 660 170 -

Table 4: For an integrated luminosity of 10* pb~', expected background rates after all

cuts for the lepton-hadron A/H— 77 channel

| Signal mass (GeV) | mg = 140 | my = 150 | m4 = 200 | m4 = 300 |

Wtjets 56 £23 | 83+£31 | 91+32 | 140 +44
t (— W — jets) | 1744 24+6 | 33481 | 40410
(=W — 1) 3+1 4+1 4+1 542
bb 6464 | 68+68 | 35435 | 3232
79 6363 | 44+53 | 17433 :
Total 203 + 94 | 223191 | 180 £59 | 217 £ 56
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Table 5: For an integrated luminosity of 10* pb~', ezpected rates and significances for

the lepton-hadron A/H— 171 channel.

Signal mass (GeV) mg = 140 | my4 = 150 | my = 200 | m4 = 300
Mass bin (GeV) 115-165 120-180 170-230 245-355

Acceptance signal (%) 0.6 0.7 1.6 2.6
Signal tanf = 10 65 109 96 35

Total background 200£90 | 2204+90 | 180 +60 | 220 £ 60
Significance 4.1 7.3 7.3 2.3

50 limit on o4 32+15 | 28412 | 1.0+04 | 0.8+0.2

50 limit on tang 10.7+4.0 | 89+2.0 | 8.7+1.2 | 15.1+2.0

Table 6: For an integrated luminosity of 10* pb=', expected rates and significances,

e — p channel

| | H140 [ A150 [ A200 [ A300 |
Acc signal (%) 6.6 7.9 8.9 14.
t £ backg 2348426 | 2582447 | 1252 4 312 | 1956389
b b backg 6931282 | 1040344 | 231 £ 163 | 2314163
tot backg 3041 £ 511 | 3623£564 | 1483+£352 | 21871422
5¢ limit on ¢4 | 10.1£2.0 | 9.1+1.5 | 5.2+13 | 4.140.9
5¢ limit on tanB | 20.242.0 | 15.44+1.2 | 18.842.2 | 36.543.5
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Figure 2: Particle level p»***, pi***resolution for different n coverages: difference be-

tween p™** calculated without n cut and with a cut |n| < 5. or |n| < 3. at particle
level.
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GeV.
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MASS RECONSTRUCTION (m(A%)=300 GeV)
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Figure 11: Reconstructed mass m,, for tt and bb backgrounds.
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Figure 12: mg(p — p***) for ma= 200 GeV in the lepton-hadron and e — p channel.
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Figure 15: ATLAS detector pip**® resolution vs LEr at 103 cm~%s 1and 10%* cm=2s71.
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Figure 16: The 50-discovery contour curves in the (ma, tan 3) plane for various MSSM
Higgs signals. The contour curves for (a) the h — 4y channel, (b) the H — ZZ — 4
channel, and (f) the H — v+ channel, are shown for an integrated luminosity of
10° pb~'. The contour curves for (c) the A — 77 channel, and (d) the t — bH' chan-
nel are shown for an integrated luminosity of 10* pb~'. Curve (e) corresponds to the
sensitivity expected at LEP2 for a centre-of-mass energy of 190 GeV.
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