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Abstract

The strong coupling constant αs at effective center-of-mass energies ranging from 24GeV
to 78GeV and at center-of-mass energies ranging from 189GeV to 205GeV are measured
using the OPAL detector at LEP collider.

LEP runs at ECM = 91GeV from year 1992 to 1995. The dataset corresponds to
the integrated luminosity 103pb−1. The radiative multi-hadronic events (i.e. e+e− →
γ +hadrons) in the dataset are used for the measurement of αs at effective center of mass
energies spanning from 24GeV to 78GeV.

For the measurement of αs at the center of mass energies spanning from 189GeV to
205GeV, non-radiative hadronic events in data taken in year 1998, 1999 and 2000 at LEP
running at ECM > MZ.

In order to determine the αs, O(α2
s) + NLLA QCD calculations are fitted to the

corrected data distributions. Since the calculation is done with partons, the correction of
hadronization effect is applied to the theoretical prediction before the fitting.

The measurement is performed for six event shape variables. The result of the fit-
ting are shown with the statistical error and the systematic uncertainties including the
experimental uncertainties, hadronization model uncertainties and renormalization scale
uncertainty.

The constant Λ
(5)

MS
is determined by fitting the solution of the renormalization group

equation at NNLO to αs determined at various effective center-of-mass energies. The
energy dependence of combined αs for all event shape variables gives

Λ
(5)

MS
= 0.2242± 0.031(stat. + expt. + hadr.)+0.072

−0.048(scale.) GeV.

This result is consistent with the average by PDG, Λ
(5)

MS
= 0.216+0.025

−0.024GeV.
The values of αs for all event shape variables are combined into one value for each

center-of-mass energy. The combined values for each center-of-mass energy are combined
into one value. The combined value of all values of αs which are obtained in this study is

αs(MZ) = 0.1193± 0.0017(stat.)+0.0055
−0.0046(syst.). (1)

It is consistent with the PDG world average.
This study includes the first αs measurement using radiative hadronic events presented

by OPAL collaboration. αs is measured in wide energy range by this method. The values
of αs measured in same conditions (selections, systematic uncertainties ...) can be used
for study of the energy dependence of αs. The measurement of αs at the center of mass
energies 189GeV to 205GeV is the measurement at highest energy e+e− collisions. The
values have an important role as lever arm for the accurate measurement on Z0 pole to
know energy scale dependence.
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Chapter 1

Introduction

In the Standard Model (SM) of elementary particle physics, the fundamental building
blocks of matter are the quark and lepton which have a spin of 1/2 in units of ~. The
quark consists of three doublets; (u,d),(c,s) and (t,b). There are three charged leptons;
electron, muon and tau. Three neutral leptons which are called neutrinos partner the
three charged leptons.

The SM consists of theories which describe three of four fundamental interactions;
electromagnetic interaction, weak interaction and strong interaction. The electromag-
netic interaction and the weak interaction are described in one model as electro-weak
interaction. The electro-weak interaction is mediated by four gauge bosons, Z0 W+, W−

and γ.

Quantum chromo dynamics (QCD) is a gauge theory describing the strong interaction.
This is a extension of quantum electro dynamics (QED) to non-Abelian (i.e. generators
of the symmetry group are non-commutative ) gauge field theory. Such a theory was
originally introduced by Yang and Mills [4], ’t Hooft [5], Gross and Wilczek [6] and
Politzer [7]. The massless gauge boson called gluon mediates the interaction between
quarks.

It is pointed by Bjorken [8] that structure functions of nucleon in the deep inelastic
region depend only on the ratio q2/ν rather than on two independent variables momentum
transfer squared, q2, and energy transfer, ν. This is called Bjorken scaling and recognized
by assuming that the electron scatters off almost free point-like constituents inside nu-
cleons which are called “partons”. It means that the strong interaction becomes weak at
short distance or equivalently at large momentum transfer. This property has to be satis-
fied by the theory which describes the strong interaction. QCD has the desired property
”asymptotic freedom”. According to this property, perturbation theory can be used to
discuss short-distance reactions.

Asymptotic freedom is directly confirmed by measurements of the strong coupling
constant, αs at various energy scales of reaction. The measurement of αs by event
shape variables, which are variables on the event topology of hadronic final state is fre-
quently used at electron-positron collider experiments. It is determined by experiments
at CESR(ECM = 10.53) [9], PEP collider(29GeV) [10,11], PETRA(22,35,44GeV) [12,13],
TRISTAN(58GeV) [14], SLC(91GeV) [15,16] and LEP(91GeV [17–24], 133∼189GeV [25–
34]).

In this thesis, we present a study of the strong coupling constant in the energy range
between 24 GeV and 209 GeV using e+e- collision data collected by the OPAL detector

3
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at LEP.
LEP operates at ECM = 91GeV from year 1992 to 1995. It is called “LEP1”. The

dataset corresponds to the integrated luminosity 103pb−1. The radiative events in the
dataset are used for the measurement of αs at the effective center of mass energies spanning
from 2 4GeV to 78GeV. The “radiative events” means hadronic events with photons before
or immediately after the Z0 production.

LEP increased the center-of-mass energy to around and above the threshold of W+W−

production during the period of 1996-2000. The LEP running is called “LEP2”. For the
measurement of αs at the center of mass energies spanning from 189GeV to 205GeV,
non-radiative hadronic events in data taken in year 1998, 1999 and 2000 are used. The
“non-radiative” means hadronic events without high energy photons. The dataset corre-
sponds to the integrated luminosity 182pb−1, 29pb−1,72pb−1,75pb−1,38pb−1 and 206pb−1

for Ecm=189,192,196,200,202 and 206GeV, respectively.
In Chapter 2, the properties of QCD and the strong coupling constant which are

necessary for reading this thesis is summarized. For the measurements using radiative
hadronic events using LEP1 data, the photon radiation at e+e− → hadrons reaction
is explained in Chapter 3. The LEP collider and the OPAL detector are described in
Chapter 4. The measurements using radiative hadronic events in LEP1 data is described
in Chapter 5. The measurements with non-radiative hadronic events with LEP2 data is
described in Chapter 6. The energy dependence of αs is studied with values of αs obtained
by the analyses. In order to compare the result of this study with the results from other
experiments and the world average, all values of αs are combined into one value αs at the
energy scale of MZ. Results of the combination are explained in Chapter 7. In Chapter 8
the result of this study is compared with the results from other αs measurements using
event shape variables. Finally, this study is summarized in Chapter 9.



Chapter 2

Theoretical Background

The quantum chromo dynamics (QCD) is a quantum field theory which describes reac-
tions caused by the strong interaction. Massless gauge bosons called gluons mediate the
interaction between quarks. Unlike QED, the gauge boson has color charge by itself.
Since QCD has the property called “confinement”, quarks and gluons can not exist in
states other than color singlet.

In case of QCD, the coupling constant, αs, tends to decrease at small distance or
high energy scale. It is called “asymptotic freedom”. Asymptotic freedom is a property
of non-Abelian gauge theories. It is considered to be perturbatively calculable at high
energy scale because of asymptotic freedom. Since the coupling constant is large at low
energy scale, it is difficult to calculate perturbatively physical quantities at low energy
scale.

When quarks and gluons separate from each other, each parton transforms into many
hadrons along an orientation of an momentum vector of the parton. The hadrons are called
a “jet”. The transformation into hadrons is called the fragmentation or the hadronization.
The hadronization is treated by phenomenological models inspired by QCD in analyses
of experimental data.

As shown in Figure 2.1, a qq̄ pair is produced in the e+e− collision at the energy of
LEP. The quarks radiate gluons and the gluons split into gluons or quarks (perturbative
QCD phase). After the energies of quarks and gluons are reduced to around a few GeV,
these quarks and gluons form hadrons (hadronization/fragmentation phase). Hadrons
are identified by detectors after decaying into stabler hadrons (Hadron decay phase).
In Section 2.1, the calculation methods used for the perturbative phase are explained
briefly. The phenomenological models which are used to treat the fragmentaion phase
are described in Section 2.2. The topics about the coupling constant αs are written in
Section 2.3.

2.1 Perturbative QCD Phase

Calculations by the perturbative QCD are categorized into order by order calculation of
matrix elements and probabilistic approach with parton shower model which is based on
the leading logarithm approximation (LLA).

5
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Figure 2.1: Schematic illustration of an e+e− → hadrons event. (a) A quark-antiquark
pair is produced after an e+e− annihilation. (b) Gluons are radiated from quarks and split
into gluons or quarks. (c) Gluons and quarks are transformed into hadrons. (d) Unstable
hadrons decay into stable particles.

2.1.1 Matrix Elements

Feynman diagrams are calculated order by order in the matrix element approach. Al-
though the calculation of matrix elements is a preferable approach and can take a correct
interference and helicity into account, the increase of the order of αs makes the calculation
of matrix elements difficult. In practice, QCD cross-sections to leading order (LO) or to
next-to-leading order (NLO, O(α2

s)), or in some cases, to next-to-next-to-leading order
(NNLO, O(α3

s)) are known.

The O(α2
s) matrix element is unsuccessful in describing the back-to-back two-jet region

of phase space. Multiple emissions of soft gluons may be expected to be important in
this region. An alternative approach may be taken to the QCD calculations of hadronic
final states in the e+e− annihilations, based on the resummation of leading logarithms
which arise from soft and collinear singularities in gluon emissions. The consequence
is that the effective expansion parameter is not simply αs, but αsL

2 (to leading order
L), where L = ln(1/y) and y is some generic observable which tends to zero in the two
jet region. At small y the value of αsL

2 is not small, and therefore these terms must
be summed to all orders in αs in order to provide a satisfactory calculation. For certain
observables it has proved possible to sum both the leading and next-to-leading logarithms.
They are referred as the Next-to-Leading Log Approximation (NLLA). NLLA calculations
are available for eight observables which describe the final state in the process e+e− →
hadrons: thrust [35], heavy jet mass [35], two measures of jet broadening [36, 37],
energy-energy correlations [38–42]1, two-jet rates [44,45], average jet multiplicities [46],
C-parameter [35]. The NLLA and O(α2

s) calculation of these observables is described in
Section 2.3.4.

1There are large disagreement among theoretical calculations. Since the disagreement is larger than
uncertainties on the experimental effect and the hadronization models, the energy-energy correlation is
not used in this study. [43]
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2.1.2 Parton Showers

Parton shower approach is the method based on the approximation to take the leading
order term in the perturbative expansion in power of ln Q2, where Q is energy scale. The
approximation is called LLA(Leading Log Approximation)). Compared to the matrix ele-
ment approach available for up to four jets processes, this approach can treat an arbitrary
number of jets because a splitting of gluons is treated probabilistically and repetitively.
Owing to these properties, the parton shower approach is used in Monte Carlo simulation.

Virtuality of quarks just after their production is thought to be large and is reduced
in splittings like q → qg, g → gg, g → qq̄. In the parton shower approach, an evolution
parameter t(= ln(Q2

evol/Λ
2)) represents the virtuality, where Qevol is an energy scale of

the evolution, Λ is the fundamental constant of QCD which is described in Section 2.3.2.
The probability to cause a splitting a → bc when the evolution parameter changes in dt
is obtained by the Altarelli-Parisi equation [47]:

dPa→bc

dt
=

∫
dz

αs(Q
2)

2π
Pa→bc(z), (2.1)

where Q is the energy scale of αs. Pa→bc(z) is called an Altarelli-Parisi splitting kernel
and is known to be:

Pq→qg(z) = CF
1 + z2

1− z
(2.2)

Pg→gg(z) = NC
(1− z(1− z))2

z(1− z)
(2.3)

Pg→qq̄(z) = TR(z2 − (1− z)2). (2.4)

where CF is 4/3, NC is 3,TR is equivalent to nf/2. nf is the number of flavors which have
mass smaller than the energy scale of the reaction. z is the fraction of momentum to be
taken away by a splitting parton. The daughter b takes fraction z and the daughter c
takes fraction 1− z. It is not necessary that the the Q agrees with Qevol.

When the parton shower process start with t = tmax and ends with t = tmin, the
probability that a splitting will not happen when the evolution parameter changed from
tmax to t, Pno−emission(tmax, t), is:

Pno−emission(tmax, t) = Sa(tmax)/Sa(t), (2.5)

where Sa(t) is the Sudakov form factor:

Sa(t) = exp

(
−

∫ t

tmin

dt′
dPa→bc

dt′

)
. (2.6)

A splitting will happened at t which satisfies the condition Pno−emission(tmax, t) = R, where
R is a random number which is distributed between 0 and 1.

Calculation in Monte Carlo Event Generators

In this study, JETSET [48], HERWIG [49] and ARIADNE [50] are used to simulate multi-
hadronic processes. The parton shower approach is used together with matrix elements
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in the Monte Carlo simulations. The differences between implementations of the parton
shower models are explained briefly here.

The largest difference of parton shower approach used in the Monte Carlo generators is
in the definition or interpretation of evolution parameter t, energy scale Q2 and momentum
fraction z.

There are definitions of z with different combinations of momentum,p, and energy,E,
like E +pL and E + |p| in addition to E. The difference of the definition affects the region
of integration in the Equation 2.1. The effect is small for large z.

JETSET In JETSET, the scale of evolution, Qevol, in JETSET is same as the mass of a
virtual parent parton. The evolution continue until Qevol decreases to Q0, which is set
to 1GeV by default. the Q0 corresponds to the sum of effective masses of the daughter
partons.

The energy fraction z is a ratio of daughter parton’s energy Eb to mother parton’s en-
ergy Ea in the center-of-mass system. The lower and upper limits z± given by kinematical
conditions are:

z± =
1

2

{
1± |Pa|

Ea

θ(ma −mmin,a)

}
(mmin,q = Q0) (2.7)

HERWIG HERWIG employs the formalism of Sudakov form factors for parton shower
branching. The evolution parameter, ζi, for a parton branching i → j + k is defined by

ζi = Ei

√
ξjk ξjk =

pjpk

EjEk

(2.8)

where pj and pk are the daughter 4-momenta and Ej and Ek are their respective energies.
The Ei is the energy of the parent parton i. When daughter partons have much smaller
mass than their energy, ξjk is approximately equal to (1−cos θjk). Therefore, the ordering
of evolution parameter ζi is equivalent to the ordering of the angle between daughter
partons. By using ζ as evolution parameters, the angular ordering which is the result of
the destructive interference of soft gluon emissions is introduced naturally.

ARIADNE The perturbative QCD cascade is formulated in terms of color dipoles in
ARIADNE. A Color dipole is stretched between a quark and an anti quark, between a quark
and a gluon or between two gluons. Gluons are emitted from the color dipole. The color
dipole is splitting into two color dipoles after emitting the gluon. The cross-sections for
a gluon emission from each type of color dipole are:

dσqq̄

dx1dx3

=
2αs

3π

x2
1 + x2

3

(1− x1)(1− x3)
, (2.9)

dσqg

dx1dx3

=
3αs

4π

x3
1 + x2

3

(1− x1)(1− x3)
, (2.10)

dσgg

dx1dx3

=
3αs

4π

x3
1 + x3

3

(1− x1)(1− x3)
, (2.11)

where the index 1 and 3 indicate partons at ends of color dipole and xi is the final state
energy fractions (= 2Ei/

√
Sdip) of a parton i. Sdip is the dipole mass. The emission

of quarks is done by splitting a gluon into a quark-antiquark pair with Altarelli-Parisi
splitting functions.



2.2. FRAGMENTATION PHASE 9

q q
q

q
q

q
q

q

Figure 2.2: Schematic view of the independent fragmentation. Mesons are formed from
quarks pairs independently.

2.2 Fragmentation Phase

Many hadrons are produced from the state of quarks and gluons in the fragmentation
phase. Although it is better to treat this phase by QCD, phenomenological models which
are inspired by QCD are used for usual analysis. Most famous fragmentation models are
Independent fragmentation (IF), String Fragmentation (SF) and Cluster Fragmentation
(CF). These fragmentation models are explained briefly in the following sections.

2.2.1 Independent Fragmentaion

The independent fragmentation (IF) model is the oldest approach among these fragmen-
tation models. COJETS [51] and EURODEC [52] are the generators which use the independent
fragmentation model. Although COJETS is studied in OPAL αs measurements, the differ-
ence between COJETS and other generators used in the analyses is larger by 1 figure than
the difference in the generators in our previous analyses [53,54].

Each step of fragmentation is performed independently between partons in the in-
dependent fragmentation (Figure 2.2). After producing quark pair q′q̄′, a meson is
formed by combining parent quarks q and q̄′. Since it is known experientially that
the scaling law holds for the longitudinal component of meson momentum, the longi-
tudinal momentum is obtained probabilistically from the fragmentation function f(z)
(z = (Eh + PL,h)/(Eq + PL,q)). A transverse momentum is obtained by the Gaussian
distribution known empirically

exp

(
− P 2

T

2σq

)
, (σ2

q ∼ 0.3GeV). (2.12)

This procedure is repeated with q′ as a mother parton for the next step.
The following fragmentation functions are used for the independent fragmentation

model.

• Field-Feynman parameterization,

f(z) = 1− a + 3a(1− z)2, (2.13)

with default value a = 0.77, is frequently used for ordinary hadrons.

• It is known from experiments that the peak position of fragmentation function shifts
to higher value of z for heavy flavors like a charm quark or a bottom quark. The
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Figure 2.3: Schematic view of the string fragmentation. Mesons are formed from quarks
pairs after breaking a string.

Peterson function

f(z) ∝
[
z

(
1− 1

z
− εQ

1− z

)2
]−1

(2.14)

is used for this case. εQ in the above equation is a free parameter and is expected
to be proportional to 1/m2

Q.

The independent fragmentation model doesn’t distinguish a flavor of quark to be
taken from vacuum in forming a meson. The flavor is selected according to the ratio
u : d : s : c : b = 1 : 1 : 0.3 : 0 : 0.

There is no definitive treatment for gluons in independent fragmentation. It is possible
to fragment gluons with the same fragmentation function as quarks. The method to
fragment gluons after splitting into quark pair with Altarelli-Parisi equation is often used.

2.2.2 String Fragmentaion

String fragmentation is the model originally proposed by Artru and Menessier [55]. It
is implemented in JETSET and called Lund model now. The feature of this method is
that the concept of linear confinement of QCD is employed. A quark pair is regarded as
a one dimensional string oscillating by the initial momentum. Mesons are considered to
be produced by breaking the string. After stretching a string between quarks, the string
is broken from the end of string and mesons are produced(Figure 2.3). If there is not
enough energy to produce a meson, the fragmentation is stopped.

The view of tunnelling effect is taken about the generation of a quark pair. The
function of a transverse momentum distribution and the composition of flavor which are
given empirically in the independent fragmentation model is automatically deduced.

Fragmentation Function An arbitrary fragmentation function can be used for string
fragmentation model like independent fragmentation model. If it is required that the frag-
mentation process as a whole should look the same, irrespectively of whether the iterative
procedure is performed from a quark end or a anti-quark end(q or q̄0 in Figure 2.3), the
choice of the function is essentially unique. The function is,

f(z) ∝ 1

z
zaα(

1− z

z
)aβ exp

(−bm2
T

z

)
, (2.15)
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Figure 2.4: A schematic of baryon production in the diquark model (left) and ’popcorn’
model (right) leading to MBB and BMB configurations respectively.

where m2
T is a transverse mass of the quark. α is the old flavor and β is the new flavor

in each iteration process. The meaning of “new” and “old” is explained by Figure 2.3.
When the fragmentation proceeds from q̄0 to q and the quark pair q2q̄2 is produced, a
flavor of q1 is the “old” flavor, and a flavor of q2 is the “new” flavor. This fragmentation
function is called ‘Lund left-right symmetric model‘. Usually, the function is simplified
by assuming that a is equivalent to b. The simplified function is

f(z) ∝ 1

z
(1− z)a exp

(−bm2
T

z

)
(2.16)

is used. Since the explicit mass dependence in f(z) implies a harder fragmentation func-
tion for heavier hadrons, there is a merit that the similar function as Peterson function is
automatically deduced. 2

It is possible to produce baryons by similar procedure as mesons in the string fragmen-
tation model. Baryons can be formed by producing a pair of di-quark and anti-diquark
instead of qq̄ (Figure 2.4). But, correlations between baryon and anti-baryon in phase
space is stronger than it is actually measured. The baryon production model used in the
current version JETSET is called “Popcorn model” [56]. As seen in Figure 2.4, three qq̄
pairs form baryon, anti-baryon and meson. Since quarks shared by the baryon and the
anti-baryon are reduced, the correlation is weakened and the measurement is reproduced.

Fragmentation of Gluon Gluon is represented as a kink of string in the string frag-
mentation model. When gluon is radiated between quarks, strings are stretched between
gluon and quark. Therefore, multiplicity of hadrons between quark jets is expected to be
fewer than between gluon and quark jets on this picture.

2.2.3 Cluster Fragmentaion

The cluster model was used first in the simulation program CALTECH [57, 58]. HERWIG

currently is the most famous program which uses the cluster model.
The fragmentation by the cluster model is shown in Figure 2.5. After splitting gluons

into quark pairs, quarks are rearranged into color singlet cluster to minimize invariant
mass. If a formed cluster has large mass (> 5GeV), hadrons are emitted isotropically
in center-of-mass system of the cluster. The emission depends on their phase space and
spin. If the mass of the cluster is small, the cluster becomes a hadron.

2In the version of JETSET which is used in this analysis, Bowler function

f(z) ∝ 1

z1+rQbm2
Q

zaα

(
1− z

z

)aβ

exp
(
−bm2

T

z

)
(2.17)

is used for heavy flavor.
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Figure 2.5: Schematic view of the cluster fragmentation. Mesons are formed from quarks
pairs after breaking a cluster.

The feature is that the transverse momentum distribution can be deduced. Although
heavy hadrons are suppressed automatically like the string model, the cluster model does
not reproduce the data so well as the string model. In addition, there is a problem in
suppression of production of heavy hadrons of heavy cluster origin.

2.3 The Strong Couping Constant αs

In this section, properties of the strong coupling constant, αs, are explained at first.
After reviewing the determination of the αs briefly, event shape variables which are used
to determine αs in this study are explained.

2.3.1 Renormalization

In the quantum field theories like QCD and QED, dimensionless physical quantities R
can be expressed by a perturbation series in powers of the coupling parameter αs or α,
respectively. R is considered to depend on αs and a single energy scale Q. When calculat-
ing R as perturbation series in αs, ultraviolet divergences occur. Because R must retain
a physical value, these divergences are removed by a procedure called “renormalization”.
This introduces a second mass or energy scale, µ, which represents the point at which the
subtraction to remove the ultraviolet divergences is actually performed. As a consequence
of this procedure, R and αs become functions of the renormalization scale µ. Since R is
dimensionless, it is assumed that R depends on the ratio Q2/µ2 and on the renormalized
coupling αs(µ

2):

R ≡ R(Q2/µ2, αs); αs ≡ αs(µ
2) (2.18)

Because the choice of µ is arbitrary, however, R can not depend on µ, for a fixed value
of the coupling, such that

µ2 d

dµ2
R(Q2/µ2, αs) =

(
µ2 ∂

∂µ2
+ µ2∂αs

∂µ2

∂

∂αs

)
R = 0, (2.19)
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where the convention of multiplying the whole equation with µ2 is applied in order to
keep the expression dimensionless. Equation 2.19 implies that any explicit dependence
of R on µ must be canceled by an appropriate µ dependence of αs. Therefore, it would
be natural to identify the renormalization scale with the physical energy scale of the
process, µ2 = Q2, eliminating the uncomfortable presence of a second and unspecified
scale. In this case, αs transforms to the “running coupling constant” αs(Q

2), and the
energy dependence of R enters only through the energy dependence of αs(Q

2). However,
since only matrix elements up to the second order of αs are obtained from perturbative
QCD calculations, the dependence on Q2/µ2 remains in the calculations. The effect of
the dependence on αs measurements are estimated by changing µ/Q by factor 2 in this
study.

2.3.2 Running of αs and Definition of Fundamental Constant Λ

Energy dependence of αs on the renormalization parameter, µ, is given by following
differential equations.

µ
∂αs

∂µ
= 2β(αs) = − β0

2π
α2

s −
β1

4π
α3

s −
β2

64π
α4

s +O(α5
s) (2.20)

β0 = 11− 2

3
nf β1 = 51− 19

3
nf β2 = 2857− 5033

9
nf − 325

27
n2

f (2.21)

where nf is the number of flavors which have mass smaller than µ. It is necessary
to introduce at least one constant of integration to the differential equation. The certain
energy scale is used as the constant in general. It is standard to set the scale to the mass
of Z boson, MZ. The parameter Λ which provides a parametrization of the µ dependence
of αs is frequently used also. Λ is defined by:

∫ ∞

αs(µ)

dαs

β(αs)
≡ ln

(
Λ2

µ2

)
. (2.22)

So to speak, Λ is the energy scale at which αs diverges to infinity.
The solution of Equation 2.20 in the approximation where the first term of function

β(αs) is taken is:

αs(µ) =
4π

β0 ln(µ2/Λ2)
. (2.23)

In approximation to take the second term, the solution is given by the following
equation.

1

αs

+
β1

2πβ0

ln

(
β1

2πβ0
αs

1 + β1

2πβ0
αs

)
=

4π

β0

ln

(
µ2

Λ2

)
(2.24)

αs(µ) can be obtained by expanding Equation 2.24 in inverse powers of ln(µ2).

αs(µ) =
4π

β0 ln(Q2/Λ2)

[
1− 2β1 ln(ln(µ2/Λ2))

β0 ln(µ2/Λ2)

]
(2.25)
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After solving Equation 2.20 in approximation to take the third term, αs(µ) can be
obtained by expanding in inverse powers of ln(µ2) like Equation 2.25.

αs(µ) =
4π

β0 ln(µ2/Λ2)

[
1− 2β1

β0

ln ln(µ2/Λ2)

ln(µ2/Λ2)
+

4β2
1

β4
0 ln2(µ2/Λ2)

×
((

ln ln(µ2/Λ2)− 1

2

)2

+
β2β0

8β2
1

=
5

4

)]
(2.26)

Coefficients of the function β include a number of flavors, nf , in each equation. Besides
this, coefficients for higher terms than β2 are depend on the prescription of renormaliza-
tion. Therefore, the definition of Λ is dependent on number of flavor and prescription of
renormalization. When the value of Λ is given, this information should be given with the
value. Λ in five flavors and MS scheme, Λ

(5)

M̄S
, is shown in this analysis. In Figure 2.6,

the values of αs at LO, NLO and NNLO are shown with their ratio. Λ is set to 0.216GeV
and the number of flavors are five. The variation of αs between LO and NLO is around
20%. The variation between NLO and NNLO is reduced to 1 ∼ 2%, which is close to the
precision of the world average of αs(MZ) [59, 60]. Therefore, it is better to use NNLO
calculation of the αs.
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Figure 2.6: The evolution of αs at LO,NLO and NNLO. Middle and lower plot show the
ratios of αs at NLO to LO and at NNLO to NLO, respectively.

2.3.3 Determination of αs

αs is measured using various reactions at energy scale of a few GeV to around 500GeV.
For example, the following processes and methods have been used to extract the αs.

• Total hadronic cross-section [61].
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• e+e−/ep event shapes. The fitting of variables describe of the event topology (event
shape variables) gives αs value.

• Scaling violations in fragmentation function [62, 63]. αs is extracted from the frag-
mentation function di(z, E), which is the probability that a hadron of type i is
produced with energy zE in e+e− collisions at

√
s = 2E.

• Z width. The αs is extracted from the ratio of hadronic decay width of Z0, RZ =
Γ(Z0 → hadrons)/Γ(Z0 → leptons).

• Deep inelastic scattering(DIS) [64–68]. αs is obtained from a fitting of structure
functions. The Gross-Llewellyn Smith sum rule for deep inelastic neutrino scattering
and the Bjorken sum rule are used for extracting αs.

• Polarized DIS [69–73]. The spin-dependent structure functions which are measured
in polarized lepton-nucleon scattering are used to determine αs.

• τ decays [74,75]. αs at a small energy scale of mτ is extracted from the normalized
semi-leptonic branching ratio of τ

Rτ =
Γ(τ → hadrons + ντ )

Γ(τ → eνeντ )
. (2.27)

• Lattice QCD [76–81]. αs is extracted by comparing lattice QCD calculation of the
mass difference of Υ, Υ′ ,Υ′′ and χb or the charmonium system with the results from
experiments.

• Υ decay [82]. αs at the heavy quark mass scale is extracted from the ratio of partial
decay widths of Υ into hadrons and µ+µ−.

The values of αs obtained by these methods are combined into one value in by Particle
Data Group (PDG) group. [59]. The values obtained by these methods and the combined
value given in [59] are shown in Figure 2.7. The combined value is

αs(MZ) = 0.1171± 0.0014 . (2.28)

The combined value,αs(MZ) = 0.1183 ± 0.0027, was obtained by S.Bethke [60] also.
In the combination, the most significant determinations of αs, based on complete NNLO
QCD calculations [74,75,83–89] are used. According to [60], small systematic differences
between DIS and e+e− results and between those obtained from low and from high energy
data are seen. These may well be accidental or may be caused, for example, by different
methods of treating renormalization and factorization scales.

2.3.4 Event Shape Variables

The six event shape variables among variables which NLLA and O(α2
s) calculation are

available are used in this analysis. They are defined in the following part.
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Figure 2.7: Summary of the values of αs used in the combination by PDG. The values
of αs extrapolated up to µ = MZ. The errors are the total errors including theoretical
uncertainties.

Thrust The thrust T is defined [35] by

T = max
~̂n

(∑
i |~pi · ~̂n|∑

i |~pi|

)
. (2.29)

where i runs over all the final state particles, and the axis ~̂n is chosen to maximize the
value of the expression in parenthesis; this axis ~̂n is referred to as the thrust axis. In this
analysis, the observable (1 − T ) is used, which tends to zero in the two-jet region like
other observables.

Heavy Jet Mass This variable has been proposed in [35]. The particles in an event are

formed into two groups by the plane orthogonal to the thrust axis, ~̂n, and the invariant
mass of each group is computed. The heavier mass is defined as MH . For the determina-
tion of αs the scaled variable MH/

√
s is used, where s is the square of the center-of-mass

energy. In this thesis, MH means the scaled heavy jet mass. To first order in αs the heavy
jet mass and thrust are related by (1− T ) = M2

H/s.

Jet Broadening measures These observables have been suggested in [36, 37]. The
particles in an event is divided into two hemispheres, S±, by the plane orthogonal to the
thrust axis , ~̂n. In each hemisphere, the quantity:

B± =

(∑
i∈S± |~pi × ~̂nT |
2
∑

i |~pi|

)
(2.30)

is computed, where the sum in the denominator runs over all particles, while that in the
numerator runs over one hemisphere. The observables used for the study of αs are

BT = B+ + B− and BW = max(B+, B−) (2.31)
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referred to as the “total jet broadening” and “wide jet broadening” respectively. To
leading order in αs, BT = BW . Both BT and BW tend to zero in the two-jet region.
These variables are sensitive to the transverse structure of jets, and may therefore be
complementary to (1− T ) and MH/

√
s, which depend on the longitudinal momenta.

C-parameter The C-parameter was initially defined as [90,91]

C = 3(λ1λ2 + λ2λ3 + λ3λ1) (2.32)

where λα (0 ≤ λα ≤ 1,
∑

α λα = 1) are the eigenvalues of the linearized momentum tensor

Θαβ =

∑
i ~p

α
i ~pβ

i /|~pi|∑
j |~pj| (2.33)

The sums runs over all final-state particle. The kinematic range is 0 ≤ C ≤ 1, with C = 0
for a perfectly two-jet-like final state and 1 for an isotropic and acoplanar distribution of
final-state momenta.

Jet Rates The jet rates through the “Durham” scheme are defined as follows [45,92,93].
The jet resolution variable yij is defined for each pair of particles i and j by

yij =
2 min(E2

i , E
2
j )(1− cos θij)

E2
vis

(2.34)

where Ei and Ej are energies of two particles or jets i and j, θij is the angle between them
and Evis is again the sum over the energies of all particles in the event. If the smallest
value of yij is smaller than some cutoff ycut then particles i and j are replaced by the
sum of their four-momenta. After all pairs satisfying yij > ycut, the particles are called
as “jets”. QCD calculations are available for two-jet rates R2(ycut) = σ2−jet(ycut)/σtot.
A fitting to data is performed with the differential jet rate D2(ycut) ≡ dR2(ycut)/dycut

instead of R2(ycut). In this document, yD
23 indicate the differential jet rate through the

“Durham” scheme.

2.4 Resummed and Fix Order QCD calculation

The NLLA and O(α2
s) calculations have to be combined before they are fitted to data.

There are a number of different schemes to combine them. Four schemes are explained
here. They are referred as ’ln(R)-matching’, ’R-matching’, ’modified R-matching’ and
’modified ln(R)-matching’, through not all schemes are applicable to all seven observables.
All matching schemes embody the full O(α2

s) result, together with the resummation of
leading and next-to-leading logarithms, but they they differ in higher orders.

For all event shape variables considered in this thesis, the cumulative cross-section for
event shape y is written in the general form:

R(y) ≡
∫ y

0

1

σ

dσ

dy
dy = C(αs) exp G(αs, L) + D(αs, y) (2.35)

where y is (1 − T ), M2
H/s,BT ,BW and C in the case of event shapes and ycut for

jet rates, and L ≡ ln(1/y). D(αs, y) is a remainder function which should vanish as
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y → 0. The general structure of the cross-section in powers of αs and of large logarithms
is indicated in Table 2.1. The functions C and G may be written:

C(αs) = 1 +
∞∑

n=1

Cnα
n
s (2.36)

and

G(αs, L) =
∞∑

n=1

n+1∑
m=1

≡ Lg1(αs, L) + g2(αs, L) + α2
sg4(αs, L) · · · , (2.37)

where for brevity we write αs for (αs/2π). The functions Lg1(αs, L) and g2(αs, L) represent
the sums for the leading and next-to-leading logarithms respectively, to all orders in αs

(see Table 2.1). The NLLA calculations give an approximate expression for R(y) in the
form:

RNLLA(y) = (1 + C1αs + C2α
2
s) exp[Lg1(αs, L) + g2(αs, L)]. (2.38)

The functions g1 and g2 are given by the NLLA calculations; the coefficient C1 is known
exactly from the O(αs) matrix elements and C2 is known from numerical integration of the
O(α2

s) matrix elements; their values are summarized in Table 2.2, Table 2.3 and Table 2.4.
The full O(α2

s) calculation yields an approximate expression for R(y) of the form:

RO(α2
s)(y) = 1 +A(y)αs + B(y)α2

s. (2.39)

The coefficients A(y) and B(y) are obtained from program EVENT in case of this analysis.
The theoretical prediction of six event shape variables which are used in this analysis

are shown in Figure 2.8. The predictions by Monte Carlo (JETSET is used as a represen-
tative) are shown in the figures also. The O(αs) calculation predicts large cross-section
in the region where the event shape become zero. The cross-section is suppressed in this
region in the O(α2

s) calculation and increases in the region with larger event shape value.
On the other hand, the LLA and NLLA predict smaller cross-section at the region than
O(αs) or O(α2

s). The cross-sections don’t drop in the region with much larger event shape
variable in NLLA or LLA. In O(α2

s) + NLLA calculation, the cross-section is similar to
NLLA in the small event shape region and is similar to O(α2

s) in large event shape region.
The prediction by Monte Carlo is close to the O(α2

s) + NLLA calculation.

2.4.1 Matching Schemes

The simplest matching scheme involves taking the logarithm of Equation 2.39 and ex-
panding as a power series, yielding:

ln RO(α2
s)(y) = A(y)αs +

[
B(y)− 1

2
A(y)2

]
α2

s +O(α3
s), (2.40)

and similarly rewriting Equation 2.38 as:

ln RNLLA(y) = Lg1(αs, L) + g2(αs, L) + C1αs +

[
C2 − 1

2
C2

1

]
α2

s +O(α3
s). (2.41)

Removing the terms to O(α2
s) in the NLLA expression (Equation 2.41), replacing them

by the O(α2
s) terms from Equation 2.40 and neglecting non-logarithmic terms of higher
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order yields:

ln R(y) = Lg1(αs, L) + g2(αs, L)− (G11L + G12L
2)αs − (G22L

2 + G23L
3)α2

s

+A(y)αs +

[
B(y)− 1

2
A(y)2

]
α2

s. (2.42)

This procedure will be referred to as ’ln(R)-matching’. Alternatively the analogous
procedure may be carried out for the functions R(y) instead of ln(R(y)), yielding:

R(y) = (1 + C1αs + C2α
2
s) exp Lg1(αs, L) + g2(αs, L)− (C1 + G11L + G12L

2)αs

−
[
C2 + G22L

2 + G23L
3 + (G11 + G12L

2)(C1 +
1

2
(G11 + G12L

2))

]
α2

s

+A(y)αs + B(y)α2
s. (2.43)

This procedure will be refereed to as ’R-matching’. It would be expected that R-
matching would be less reliable than the ln(R)-scheme, because sub-leading term G21α

2
sL,

which does not vanish as y → 0, is not exponentiated in Equation 2.43, whereas it is
exponentiated in Equation 2.42 because it is implicitly included in the B(y) coefficient.
This leads one to consider a modified from of Equation 2.43 in which the G21α

2
sL term

is included in the argument of the exponential, and subtracted after exponentiation.
This is referred as ’modified R-matching’ scheme here. The coefficient G21 is not known
analytically, but may be inferred approximately from numerical integration of the O(α2

s)
matrix elements. The relevant Gnm coefficients insofar as they are known, are given in
Table 2.2, Table 2.3 and Table 2.4, based on [94] for (1 − T ) and MH , [37] for BT and
BW , [95] for C and [46] for jet rate. A further problem is that the NLLA calculations
are not guaranteed to satisfy the necessary constraints, R(y) → 1 and dR(y)/dy → 0, at
kinematic limit, ymax, corresponding to the region of hard gluon emission. In consequence
the combined NLLA+O(α2

s) calculation may fit data less well than the O(α2
s) expression

in the hard region. It has been proposed [94, 96] that this difficulty could be overcome
in the ln(R)-matching scheme by replacing L in the NLLA part of Equation 2.42 by
L′ = ln(y−1 − y−max1 + 1). This is referred as ’modified ln(R)-matching’.

Leading Next-to-Leading Sub-leading Non-logarithmic
logs logs logs terms

ln R(y) = G12αsL
2 +G11αsL +αsO(1) = A(y)αs

+G23α
2
sL

3 +G22α
2
sL

2 +G21α
2
sL +α2

sO(1) = (B(y)− 1
2
A(y)2)α2

s

+G34α
3
sL

4 +G33α
3
sL

3 G32α
3
sL

2 + · · · O(α3
s)

+G45α
4
sL

5 +G44α
4
sL

4 G43α
4
sL

3 + · · · O(α4
s)

+ · · · + · · · + · · · + · · ·
= Lg1(αsL) +g2(αsL) + · · · + · · · αs ≡ αs

2π

Table 2.1: Decomposition of the cumulative cross-section.
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Variable C1 C2

(1− T ) (−5
2

+ π2

3
)CF −42± 22

MH (−5
2

+ π2

3
)CF −48± 20

BT (−17
2

+ π2)CF 14.6± 1.6
BW (−17

2
+ π2)CF 18.5± 1.6

C (−5
2

+ 2π2

3
)CF 76.5± 2.9

y23 (−5
2

+ π2

6
− 6 ln 2)CF −

Table 2.2: Coefficients used in the matching of the O(α2
s) and NLLA QCD calculation.

Variable G12 G11 G23

(1− T ) −2CF 3CF −11
3
CF CA + 2

3
CF nf

MH −2CF 3CF −11
3
CF CA + 2

3
CF nf

BT −4CF 6CF −88
9
CF CA + 16

9
CF nf

BW −4CF 6CF −88
9
CF CA + 16

9
CF nf

C −2CF 3CF −11
3
CF CA + 2

3
CF nf

y23 −CF 3CF −11
9
CF CA + 2

9
CF nf

Table 2.3: Coefficients used in the matching of the O(α2
s) and NLLA QCD calculation.

Variable G22 G21

(1− T ) −4
3
π2C2

F + (π2

3
− 169

36
)CF CA + 11

18
CF nf +30± 8

MH −2
3
π2C2

F + (π2

3
− 169

36
)CF CA + 11

18
CF nf +36± 11

BT −(32 ln2 2 + 8
3
π2)C2

F + (2π2

3
− 35

9
)CF CA + 2

9
CF nf +12.5± 1.6

BW −(32 ln2 2)C2
F + (2π2

3
− 35

9
)CF CA + 2

9
CF nf +11.7± 1.6

C −4
3
π2C2

F + (π2

3
− 169

36
)CF CA + 11

18
CF nf +63.4± 6.0

y23 (−35
36

+ π2

6
)CF CA − 1

18
CF nf −

Table 2.4: Coefficients used in the matching of the O(α2
s) and NLLA QCD calculations.
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Figure 2.8: Theoretical prediction of event shape variables.
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Chapter 3

Photon Radiation in Hadronic
Events

It has been recognized that direct photon production with large angle to quarks can be
used to explore the properties and interactions of quarks and gluons at short distance
[97,98]. Since the photons leave the short distance regime without further interactions in
contrast to quarks and gluons, they allow a direct view of the physics at short distance.
In this analysis, we measure the strong coupling constant with radiative hadronic events
selected from LEP1 data. After a brief summary of theoretical calculations of cross-
sections of radiative hadronic events, we explain the relation between this measurements
and usual measurements using non-radiative hadronic events.

3.1 Matrix Element Calculation

The partial width of the decay of Z0 with final state photon radiation in e+e− annihilation
is calculated up to O(ααs) by G. Kramer and B. Lampe in 1991 [99]. It can be obtained
by replacing one of gluons by a photon in their calculation of jet cross sections up to
O(α2

s) [100].

The partial width of the Z0 into a photon and n jets, Γ(Z0 → γ +njets), is represented
by the ratio to the hadronic Z0 width Γhad = Γ(Z0 → X), where X stands for all hadronic
final state.

Γ(Z0 → +njets)

Γhad

=
(8

9
cu + 1

3
cd)(α/2π)gn(y)

(2cu + 3cd) [1 + αs/π + 1.42(αs/π)2]
, (3.1)

where cu and cd are overall couplings of the Z0 to up and down type quarks, and cf =
v2

f + a2
f . gn is a function of the resolution cut y, which is lower cut value of a minimum

invariant mass of two jets defined by

yij = (pi + pj)
2/s, (3.2)

where pi(pj) is the momentum of i’th (j’th) jet and s is the invariant mass squared of the

23
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Figure 3.1: Examples of Feynman diagrams contributing to the (a) leading order, (b)
next-to-leading order real, and (c) next-to-leading order virtual terms in the qq̄γ matrix
element calculation.

system. In case of O(α2
s), g1(y), g2(y) and g3(y) are given in the following form;

g1(y) = g
(0)
1 +

αs

2π
g

(1)
1 (y), (3.3)

g2(y) = g
(0)
2 +

αs

2π
g

(1)
2 (y), (3.4)

g3(y) =
αs

2π
g

(1)
3 (y), (3.5)

where g
(0)
1 , g

(1)
1 , g

(0)
2 , g

(1)
2 and g

(1)
3 are given in the form of tables in [99].

Some of the Feynman diagrams contributing at the leading order and the next-to-
leading order are shown in Figure 3.1. The diagram (a) in Figure 3.1 contributes to g

(0)
1

and g
(0)
2 . The three parton final state diagram (b) contributes to g

(0)
1 , g

(0)
2 and g

(1)
3 . The

diagram (c) contributes to g
(1)
1 and g

(1)
2 .

Since a photon has a hadronic component, the inclusive photon production cross sec-
tion is described by the convolution with the fragmentation function of photons. The
fragmentation function contains non-perturbative origin singularities. To get a well de-
fined cross section in perturbative QCD, the singularities are subtracted and absorbed
into the photon fragmentation function (factorization theorem).

In measurement of the cross-section, it is required for photon candidates to be iso-
lated from hadrons originated in quarks and gluons to reduce huge π0 backgrounds. In
perturbative QCD, the isolation condition causes a problem. The photon can not be
completely isolated from gluons without breaking cancellation of soft gluon singularity
between virtual and real gluons. The cancellation of infrared divergence is crucial in
order to get a sensible cross-section. The cone approach [101–106] and the democratic
approach [107,108] have been used for theoretical calculation and analysis of experimen-
tal data. In the cone approach, the energy deposit inside the cone around a photon is
required to be small. In the democratic approach, jets are reconstructed from all partons
(or clusters and tracks) including photons. If the ratio of the hadronic energy over total
energy of a jet is smaller than some threshold (usually 10%), the jet is identified as a
photon. The former approach is simple and widely used in experimental data analyses
(including the analyses in this thesis). the latter approach is more preferable to extract
the non-perturbative parton to photon fragmentation function from data.

For the cone approach, it is pointed out that a small fraction of hadronic energy inside
the cone gives rise to large logarithms of the fraction. It is associated with soft gluon
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emission into the isolation cone. A new approach was suggested by S. Frixione [109]. The
isolation is refined by allowing less hadronic energy around the photon in the approach.
It has been used in studies for prompt photon production at RHIC and LHC.

3.2 Mechanism of Photon Radiation in Monte Carlo

Simulation

Detailed discussions on the implementation of photon radiation in event generator are
reviewed by authors in [110–113].

JETSET,HERWIG Final state photons are emitted by using basically the same algo-
rithm of parton shower evolution as gluon radiation in these Monte Carlo generators. e2

q

and αem are used in the photon radiation instead of CF and αs. Photons are assumed to
be massless in JETSET. Therefore, processes like γ → qq̄ and γ → ll̄ are not implemented.
αem is fixed to 1/137 and has no energy scale dependence.

ARIADNE The differential cross section for radiating a photon from a qq̄ dipole is
given by;

dσγ

dx1dx3

=
αEM

2π
e2

q

x2
1 + x2

3

(1− x1)(1− x3)
(3.6)

where xi = 2Ei/
√

Sdip are the energy fractions after emission with the two quarks denoted
1 and 3. Sdip is the dipole mass. The equation is obtained by appropriately replacing
factors of the first equation in Equation 2.9. The probability of emitting a photon is
equal at phase space the naive cross section for photon emission at this point times the
probability of not having any emissions of photons or gluons at a higher p2

T .

3.3 Status of Measurement of Isolated Photon Rate

As mentioned in Section 3.1, the isolated photon rate in the process e+e− → hadrons can
be predicted with the quark-to-photon fragmentation function [114, 115]. The prediction
of inclusive prompt photon energy spectra are found to be in agreement with measured
data [1, 116]. The energy spectrum of prompt photons is shown in Figure 3.2 with the
predictions from various parameterizations and extensions of [114,115].

The huge amount of neutral pions coming from jets becomes the dominant background
in analyses using high energy photons. In the OPAL analysis [1], the fraction of the
background is obtained by fitting the cluster shape fit variable which is described in
Section 5.2.3. Although the energy spectrum of prompt photons which is obtained by
using the purity agrees with the theoretical prediction, the underestimation of the prompt
photon rate by Monte Carlo simulation is reported in [2, 3, 18,117].

ALEPH shows that JETSET predicts 20-30% lower cross-section than data in [117].
DELPHI shows that there is an excess of data by 18 ± 7% in the region of the photon
spectrum below 15GeV [2](Figure 3.3). OPAL find photon candidates by the democratic
approach described in Section 3.1 [18]. The cross-section predicted by JETSET is 25−30%
lower than measured crosssections in the ycut range from 0.002 to 0.100. In addition to the
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Figure 3.2: The energy spectrum of prompt photons measured in hadronic Z0 decays and
various theoretical predictions. [1]

use of different jet finding algorithm, the uncertainty on the π0 background rate makes
the comparison difficult, since the opening angle of photons which are decayed from a π0

is small for a high energy π0. The reconstruction of π0 is difficult for the photon energy
around 15GeV.

L3 addressed the problem in the study on isolated hard photon emission in Z0 de-
cays [3]. The normalization of the background Monte Carlo distribution is decided by
fitting the cluster shape distribution which is predicted by JETSET to the distribution
which is obtained from data. When the normalization is used, a discrepancy is found in
low cluster energy region (Figure 3.4). L3 pushed the study with more data statistics
and with different methods for estimation of neutral hadron background [118]. They re-
construct π0 with energy smaller than 8GeV and estimate background rate by employing
a artificial neural net for photon candidates with larger energy. They report that, when
the energy deposit inside the cone with opening angle of 10◦ is restricted to be smaller
than 50MeV, JETSET reproduce the π0 rate. But, when the opening angle is set to 25◦,
JETSET underestimates obviously the rate for π0 with a smaller energy than 8GeV. For
larger energy π0, the data is about a factor 2 larger than the prediction over full en-
ergy range. The discrepancy increases for tighter isolation cuts. HERWIG tends to give a
slightly better description but still underestimates the rate. More recently, L3 reported
yet another analysis on the isolated photon emission in Z0 decays [119]. The analysis uses
the new method for background estimation with a reduced dependence on Monte Carlo
input. The method is based on the event activity around vectors placed in event locations
topologically similar to the selected photon candidates. The discrepancy of the energy
spectrum between data and JETSET is seen in this analysis also. But HERWIG reproduces
the spectrum.

The status of the problem at LEP is summarized in the report of LEP2 workshop
[120]. Since the problem has not been resolved yet, the Monte Carlo is not used for the
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estimation of background rates as much as possible in this study.
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3.4 Effect of photon radiation on Event Shape Vari-

ables

In a naive picture, if FSR is emitted sufficiently earlier than gluon emissions, it is natural
to regard the invariant mass of quark system after the photon emission as the energy scale
which is used in the gluon radiation. In parton shower models, a state with a few partons
of high virtuality is evolved to a larger number of lower virtuality partons. As described
in Section 2.1.2, m2, opening angle and kT are used as virtuality in JETSET, HERWIG and
ARIADNE, respectively. If a photon is emitted with high energy and large opening angle
to a quark, the emission should be done in the early stage of the evolution. However, it
does not mean that a photon is always emitted before gluon radiation. The size of the
effect of photons which are emitted after gluon radiation should be checked.

It is checked by comparing the mean value of event shapes for the non-radiative events
and the radiative hadronic events in Monte Carlo generators. The center-of-mass energies
are ranging from 15GeV to 80GeV. The mean values in JETSET, HERWIG and ARIADNE

are shown in Figure 3.5, Figure 3.6 and Figure 3.7. The open squares show the mean
values of event shapes which are obtained from 500k non-radiative events at each center-
of-mass energy. The filled squares show the mean values which are obtained from 375k
radiative events. The radiative events are boosted back to the center-of-mass system of
hadrons. The effective center-of-mass energy

√
s′ for the radiative events is calculated

from momenta of hadrons of the system.
The mean value for radiative events shows similar dependence as the mean value for

non-radiative events. They agree well with each other in case of ARIADNE. In JETSET, the
slope of mean values of (1−T ),MH and BT for radiative events is steeper than that for non-
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radiative events. Agreements of mean value between radiative events and non-radiative
events for HERWIG at low

√
s′ is worst among these three models. The dependence is

changed at
√

s′ = 35GeV. Although there are some discrepancy for HERWIG and JETSET,
the similar energy dependence in the mean values between the radiative events and the
non-radiative events is shown by this check.
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Figure 3.5: The mean value of event
shape variables for radiative and non-
radiative hadronic events which are ob-
tained by JETSET 7.4.
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Chapter 4

The Experiment

4.1 The LEP Collider

The Large Electron-Positron collider (LEP) at CERN was commissioned on August 13,
1989, after 13 years of design work and construction. The LEP ring is 26.67 km in
circumference and lies between 40 and 150m below the surface. The LEP ring consists
of eight arcs and straight sections. The arcs contain magnetic cells to guide the beams
around the ring. Each magnetic cell is comprised of a defocussing quadrupole, a vertical
orbit corrector, a group of six bending dipoles, a focusing sextuple. The total length of a
cell is 79.11m and each arc contains 31 of these cells. Acceleration of the beams occurs in
the straight sections. The beams collide at interaction points situated at the center of four
of eight straight sections. Four large detectors OPAL, ALEPH, DELPHI and L3, measure
the products of these high energy collisions. Since its commissioning, LEP operated at
at beam energies within a narrow range around 46 GeV to study of the Z resonance.
Since the latter part of 1995, the beam energy has been increased continuously. This
second phase of study is called as LEP2. In year 2000, the last year of LEP, the beam
energy reached around 104 GeV. The integrated luminosities against the number of weeks
between 1991 and 2000 are shown in Figure 4.2.
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Figure 4.1: The LEP storage ring

The LEP ring is actually the last component of a five-step acceleration process that
begins with a pair of 200 MeV and 600 MeV linear accelerators (LINACS), as depicted

29
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in Figure 4.1. These LINACS provide the initial beam particles which are then injected
into the Electron-Positron Accumulator ring (EPA). The EPA collects these particles
into bunches and transfers them into the 28 GeV Proton Synchrotron (PS), which has
been modified to accelerate the electron and positron beams from 600MeV to 3.5GeV.
Similarly, the 450 GeV Super Proton Synchrotron (SPS) has been altered to enable it to
receive these 3.5 GeV beams, accelerate them to 20 GeV and inject them into LEP. Once
20 GeV beams have been extracted from the SPS, they are accelerated to the working
beam energy in LEP by a system of 128 radio frequency (RF) copper cavities located
in two of the straight section of the ring. In addition, a superconducting quadrupole is
located on either side of each of the four experiments in order to give maximum reduction
of the beam’s transverse dimensions at the collision points. The cross-sectional profile of
the beam spot at collision is typically about 10 µm in the vertical direction and 250 µm
in the horizontal direction.
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Figure 4.2: The LEP integrated luminosity

4.2 The OPAL detector

The OPAL(Omni-Purpose Apparatus for LEP) detector [121] operated at the LEP e+e−

collider at CERN. It is a multipurpose apparatus designed to reconstruct all types of
events occurring in e+e− collisions efficiently and accurately. The OPAL detector consists
of a central tracking system, time-of-flight system, electromagnetic calorimeter system,
hadron calorimeter system, muon detector and forward detectors (Figure 4.3). In the
following sections these detector elements and their trigger and online system are briefly
described.
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Figure 4.3: The OPAL detector
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Central Tracking System

The central tracking system consists of a Silicon Microvertex detector and three drift
chambers situated inside a pressure vessel holding a pressure of 4 bar. The central tracking
system is inside a solenoid supplying a uniform axial magnetic field of 0.435T.

Silicon Microvertex Detector

The Silicon Microvertex Detector consists of two barrels of single sided Silicon Microstrip
Detectors at radii of 6 and 7.5cm. The inner layer consists of 11 ladders and the outer
of 14. Each ladder is 18 cm long and consists of 3 silicon wafers daisy chained together.
There are 629 strips per detector at 25µm pitch and every other strip is read out at 50µm
pitch. The number of ladders was increased to 12 and 15 and the ladders are tilted to
close φ gaps. The outer layer was also extended from 3 to 5 wafers by addition of a layer
of 2 wafer ladders at the -z end. The interaction points was still at the center of the 3
ladder wafer plus 2 wafer ladders with interaction point in the center of the five wafers.

Vertex Detector

The vertex detector is a high precision cylindrical jet drift chamber. It is 100 cm long
with a radius of 23.5cm and consists of two layers of 36 sectors each. The inner layer
contains the axial sectors, each containing a plane of 12 sense wires strung parallel to the
beam direction. The wires range radially from 10.3 to 16.2 cm with a spacing of 0.583
cm. The outer layer contains the stereo sectors each containing a plane of 6 sense wires
inclined at a stereo angle of ∼ 4◦. The stereo wires lie between the radii 18.8 and 21.3 cm
with a spacing of 0.5cm.

A precise measurement of the drift time on to the axial sector sense wires allows the
r − φ position to be calculated. Measuring the time difference between signals at either
end of the sense wires allows a fast but relatively coarse z coordinate that used by the
OPAL track trigger and in pattern recognition. A more precise z measurement is then
made by combining axial and stereo drift time information offline. Multiple hits on a wire
can be recorded. On each wire the hit nearest to the wire is known as the ’first hist’ and
others as ’second hits’.

Jet Chamber

The jet chamber is a cylindrical drift chamber of length 400 cm with an outer radius of
185cm and inner radius of 25cm. The chamber consists 24 identical sectors each containing
a sense wire plane of 159 wires strung parallel to the beam direction. The end of planes
are conical and can be described by |z| = 147 + 0.268× R. The coordinates of wire hits
in the r-φ plane are determined from a measurement of drift time. The z coordinate is
measured using a charge division technique and by summing the charges received at each
end of a wire allow the energy loss, dE/dx to be calculated.

Z-Chamber

The Z-chambers provide a precise measurement of the z coordinate of tracks as they leave
the jet chamber. They consist of a layer 24 drift chambers 400 cm long, 50 cm wide and
5.9 cm thick covering 94% of azimuthal angle and the polar angle range | cos θ| < 0.72.
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Each chmber is divided in z into 8 cells of 50cm×50cm, with every cell containing 6 sense
wires spaced at 0.4 cm.
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Figure 4.4: The central tracking system

Time-of-Flight System

The Time-of-Flight system provides charged particle identification in the range 0.6 to 2.5
GeV, fast triggering information and an effective rejection of cosmic rays. In the barrel
region, it consists of 160 scintillation counters forming a barrel layer 684 cm long at a mean
radius of 236 cm surrounding the OPAL coil covering the polar angle range | cos θ| < 0.82.
In the endcap region, it consists of a 10mm thick scintillator layer, between the endcap
presampler and the endcap electromagnetic calorimeter, divided into tiles and read out
using embedded wavelength-shifting fibers.

Electromagnetic Calorimeter

The function of the electromagnetic calorimeter (ECAL) is to detect and identify electrons
and photons. It consists of a lead glass total absorption calorimeter split into a barrel
and two end cap arrays. This arrangement together with two forward lead scintillator
calorimeters of the forward detector makes the OPAL acceptance for electron detection
almost 99% of the solid angle.

The presence of ∼ 2 radiation lengths of material in front of the calorimeter (mostly
due to the solenoid and pressure vessel), results in most electromagnetic showers initi-
ating before reaching the lead glass. Presampling devices are therefore installed in front
of lead glass in the barrel and endcap regions to measure the position and energy of
showers to improve overall spatial and energy resolution and give additional γ/π0 and
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electron/hadron discrimination. In front of the Barrel Presampler is the Time of Flight
Detector.

Electromagnetic Presampler

The barrel electromagnetic presampler consists of 16 chambers forming a cylinder of
radius 239 cm and length 662 cm covering the polar angle range | cos θ| < 0.81. Each
chamber consists of two layers of drift tubes operated in the limited streamer mode with
the anode wires running parallel to the beam direction. Each layer of tubes contains
1 cm wide cathode strips in conjunction with a measurement of the charge collected at
each end of the wires to give a z coordinate by charge division. The hit multiplicity
is approximately proportional to the energy deposited in the material in front of the
presampler allowing the calorimeter shower energy to be corrected with a corresponding
improvement in resolution.

The endcap presampler is a multi-wire proportional counter located in the region
between the pressure bell and the endcap lead glass detector. The device consists of 32
chambers arranged in 16 sectors covering all φ and the polar angle range 0.83 < | cos θ| <
0.95.

Lead Glass Calorimeter

The barrel lead glass calorimeter consists of a cylindrical array of 9440 lead glass blocks
at a radius of 246 cm covering the polar angle range | cos θ| < 0.81. Each block is 24.6
radiation lengths, 37 cm in depth and ∼ 10 × 10cm2. In order to maximize detection
efficiency the longitudinal axis of each block is angled to point at the interaction region.
The focus of this pointing geometry is slightly offset from the e+e− collision point in order
to reduce particle losses in the gaps between blocks.

Čerenkov light from the passage of relativistic charged particles through the lead glass
is detected by 3 inch diameter phototubes at the base of each block.

The endcap electromagnetic calorimeter consists of two dome-shaped arrays of 1132
lead glass blocks located in the region between the pressure bell and the pole tip hadron
calorimeter. It has acceptance coverage of the full azimuthal angle and 0.81¡| cos θ|¡0.98.
As opposed to the barrel calorimeter, the endcap lead glass blocks follow a non-pointing
geometry being mounted coaxial with the beam line. The lead glass blocks provide typ-
ically 22 radiation lengths of material and come in three lengths (38,42 and 52 cm) to
form the domed structure following the external contours of the pressure bell.

Hadron Calorimeter

The hadron calorimeter is built in three sections - the barrel, the endcaps and the pole-
tips. By positioning detectors between the layers of the magnets return yoke a sampling
calorimeter is formed covering a solid angle of 97% of 4π and offering at least 4 interac-
tion lengths of iron absorber to particles emerging from the electromagnetic calorimeter.
Essentially all hadrons are absorbed at this stage leaving only muons to pass on into the
surrounding muon chambers.

To correctly measure the hadronic energy, the hadron calorimeter information must
be used in combination with that from the preceding electromagnetic calorimeter. This
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is necessary due to the likelihood of hadronic occurring in the 2.2 interaction lengths of
material that exist in front of the iron yoke.

The barrel region (HB) contains 9 layers of chambers sandwiched between 8 layers
of 10 cm thick iron. The barrel ends are the closed off by toroidal endcap regions (HE)
which consist of 8 layers of chambers sandwiched between 7 slabs of iron.

The chambers themselves are limited streamer tube devices strung with anode wires 1
cm apart in a gas mixture of isobutane(75%) and argon (25%) that is continually flushed
through the system. The signals from the wires themselves are used only for monitoring
purposes. The chamber signals result from induced charge collected on pads and strips
located on the outer and inner surfaces of the chambers respectively.

The layers of pads are grouped together to form towers that divide up the detector
volume into 48 bins in φ and 21 bins in θ. The analogue signals from the 8 or so pads in
each chamber are then summed to produce an estimate of the energy in hadronic showers.

The strips consist of 0.4cm wide aluminum and run the full length of the chamber,
centered above the anode wire positions. They hence run parallel to the beam line in the
barrel region and in a plane perpendicular to this in the endcaps. Strip hits thus provide
muon tracking information with positional accuracy limited by the 1 cm wire spacing.
Typically, the hadronic shower initialized by a normally incident 10 GeV pion produces
25 strip hits and generates a charge of 600 pc.

Complementing the barrel and endcap regions, the pole-tip(HP) extends the coverage
of hadron calorimetry from | cos θ| = 0.91 down to 0.99. The sampling frequency in this
region is increased to 10 in an effort to improve the OPAL energy resolution in the forward
direction.

The detectors themselves are 0.7 cm thick multi-wire proportional chambers containing
a gas mixture of CO2 (55%) and n-pentane (45%), strung with anode wires at a spacing
of 0.2 cm. Again, the chambers have pads on one side (of typical area 500 cm2) and strips
on the other. Corresponding pads from the 10 layers then form towers analogous to the
treatment in the rest of the calorimeter.

Muon Detector

The muon detector aims to identify muons in an unambiguous way from a potential hadron
background. To make the background manageable, particles incident on the detector
have traversed the equivalent of 1.3 m of iron so reducing the probability of a pion not
interacting to be less than 0.001.

The barrel region (MB) consists of 110 drift chambers that cover the acceptance
| cos θ| < 0.68 for four layers and | cos θ| < 0.72 for one or more layers. The cham-
bers range in length between 10.4 m and 6 m in order to fit between the magnet support
legs and all have the same cross sectional area of 120 cm × 9 cm.

Each chamber is split into two adjoining cells each containing an anode signal wire
running the full length of the cell, parallel to the beamline. The inner surface of the cells
have 0.75 cm cathode strips etched in them to define the drift field and in the regions
directly opposite the anode wires and diamond shaped cathode pads and are digitized via
an 8-bit FADC.

Spatial position in the φ plane is derived using the drift time onto the anode and
can be reconstructed to an accuracy of better than 0.15 cm. A rough estimate of the z
coordinate is also achieved by using the difference in time and pulse height of the signals
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arriving at both ends of anode wire. A much better measure of the z coordinate is given
by using induced signals on two sets of cathode pads whose diamond shape repeats every
17.1 cm and 171 cm respectively. This results in a z coordinate to 0.2 cm. modulo 17.1
cm or accurate to 3 cm modulo 171 cm.

Each endcap muon detector (ME) consists of two layers of four quadrant chambers (6
m × 6 m) and two layers of two patch chambers (3 m × 2.5 m), for angular coverage of
0.67 < | cos θ| < 0.985. Each chamber is an arrangement of two layers of limited streamer
tube in the plane perpendicular to the beam line, where one layer has its wires horizontal
and the other vertical.

Forward Detectors

The forward detector (FD) consists of an array of devices whose primary objective is to
detect low angle Bhabha scattering events as a way of determining the LEP luminosity
for the normalization of measured reaction rates from Z0 decays.

To achieve this, the forward detector is installed in a relatively clean acceptance for
particles between 47 and 120 mrad from the interaction point, with the only obstructions
being the beam pipe and 2 mm of aluminum from the central detector pressure vessel.

Components of the forward detector are:

Calorimeter The forward calorimeter consists of 35 sampling layers of lead-scintillator
sandwich divided into a presampler of 4 radiation lengths and the main calorimeter
of 20 radiation lengths.

Tube Chamber There are three layers of proportional tube chambers positioned be-
tween the presampler and main sections of the calorimeter. The positioning is
known to ±0.05 cm and they can give the position of a shower centroid to ±0.3 cm.

Gamma Catcher The gamma catcher is a ring of lead scintillator sandwich sections of
7 radiation lengths thickness. They plug the hole in acceptance between the inner
edge of EE and the start of the forward calorimeter.

Far Forward Monitor The far forward monitor counters are small lead-scintillator calorime-
ter modules, 20 radiation lengths thick, mounted either side of the beampipe 7.85
m from the intersection region. They detect electrons scattered in the range 5 to 10
mrad that are deflected outward by the action of LEP quadrapole.

Silicon Tungsten Detector

The silicon tungsten detector (SW) is a sampling calorimeter designed to detect low angle
Bhabha scattering events in order to measure the luminosity There are 2 calorimeters at
±238.94 cm in z from the interaction point with an angular acceptance of 25 mrad to 59
mrad. Each calorimeter consists of 19 layers of silicon detectors and 18 layers of tungsten.
At the front of each calorimeter is a bare layer of silicon to detect preshowering, the next
14 silicon layers are each behind 1 radiation length (3.8mm) of tungsten and the final 4
layers are behind 2 radiation lengths (7.6 mm) of tungsten.
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Figure 4.5: The Forward Detector

Each silicon layer consists of 16 wedge shaped silicon detectors. The wedges cover
22.5◦ in φ with an inner radius at 6.2 cm and an outer one at 14.2 cm. The wedges are
subdivided into 64 pads (32 in r and 2 in φ) giving a total of 38912 channels which are
read out individually. Adjacent wedges in a layer are offset by 800 µm in z and positioned
in such a way that there is no gap in the active area of the silicon. Consecutive layers
in the detector are offset in φ by half a wedge (11.25◦) so that any cracks between the
tungsten half-rings do not line up.

Trigger

Bunch crossings occur every 22.2µs at LEP. A flexible and programmable trigger system
uses fast information from the subdetectors to select crossing with a possible e+e− inter-
action, reducing the 45 kHz bunch crossing rate to an event rate of 1-5Hz which can be
handled by the data acquisition system.

The trigger system is designed to provide high efficiency for the various physics reac-
tions, and good rejection of backgrounds arising from cosmic rays, from interactions of
the beam particles with the gas inside the beam pipe or the wall of the beam pipe, and
from noise. Most of the physics reactions are triggered by several independent conditions
imposed on the subdetector signals. This redundancy leads to a high detection efficiency
and greatly facilitates the measurements of this efficiency. Detail description of the OPAL
trigger system is found in [122].

The 4π range in solid angle covered by the detector is divided into 144 overlapping
bins, 6 bins in θ and 24 bins in φ. The subdetectors deliver trigger signals matched
as closely as possible and are made over only a small region and thus noise is reduced.
Besides the θ − φ signals, the subdetectors deliver “stand-alone” signals, delivered from
total energy sums or track counting.

The trigger signals from the various subdetectors are logically combined in the central
trigger logic. θ − φ signals are used for hit counting, for the definition of back-to-back
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hits and to build detector coincidences correlated in space. The following subsections
describe trigger signals provided by the tracking system, the time-of-flight system and
electromagnetic calorimeter.

Track Trigger The track trigger is a dedicated programmable hardware processor using
input from the vertex detector and the jet chamber. Tracks are recognized in the r − z
plane if they originate from the interaction region with in an adjustable range in z. Four
“rings” (each of 12 adjacent wires) are used, one ring consists of the axial wires of the
vertex detector and the other 3 rings are provided by the jet chamber. The radial positions
of the rings in the jet chamber can be varied. The z position along the wires is obtained
from the measurement of the time difference of propagation of signals to the two ends in
the case of the vertex detector, and by charge division in the case of the jet chamber. The
values of z/r for wires hit in each of the four rings are filled in four histograms with up to
32 slices in z/r. There are 24 sets of such histograms, one for each 30◦φ segment, i.e. a
pair of neighboring jet chamber sectors and three adjacent sectors in the vertex detector.
The presence of a track is indicated by the track trigger logic if a programmable minimum
number of hits is found in corresponding slices of these histograms.

The track trigger accepts tracks within | cos θ| < 0.95. Tracks which are well contained
by the third radial section in the jet chamber, i.e. | cos θ| < 0.82, are classified as “barrel
tracks”. The track trigger logic provides 144 θ − φ signals and 6 stand alone signals for
≥ 1, 2, 3 barrel tracks or ≥ 1, 2, 3 tracks in the full detector.

Time-of-Flight Trigger The trigger signals of the time-of-flight system are based on
coincidence of the signals from the phototubes at the two ends of the scintillation counters.
The counters are combined to form 24 overlapping φ sectors of 36◦ each. There is no
segmentation in θ. The 24 φ sectors are used to form a signal typically demanding ≥ 6
sectors to have fired. In addition a multiplicity signal is envisaged which requires the
number of counters hit to exceed an adjustable threshold between 2 and 5.

Electromagnetic Calorimeter Trigger The trigger signals from the electromagnetic
calorimeter are based on analogue sums of groups of ∼ 48 lead glass counters. A total of
200 analogue signals from the barrel calorimeter and 24 from each endcap are combined
to form overlapping θ−φ signals and total energy sums for the barrel and endcaps. Both
of total sums and θ − φ signals are discriminated at two thresholds. The θ − φ signal is
used for input to the θ − φ matrix. The logical OR of the higher θ − φ threshold is used
as a stand-alone signal.
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Figure 4.6: The Central Trigger Logic
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Chapter 5

Analysis of Radiative
Multi-Hadronic Events at LEP1

Measurements of αs using event shape variables at e+e− colliders are usually performed
after removing radiative hadronic events. Then, the energy scale of the αs is set to
2Ebeam(Ebeam is a beam energy). In this study, radiative hadronic events in data taken
at LEP running at ECM = 91GeV are used for the measurement of αs at effective center
of mass energies spanning from 24GeV to 78GeV.

Assuming that photons emitted before or immediately after a Z0 production do not in-
terfere with QCD processes, a measurement of αs at lower energy scale than Z0 resonance
is possible by using radiative multi-hadronic events.

Most photons emitted before qq̄ production (initial state radiation,ISR) escape into
beam pipe direction. The rate of initial state radiation is increased at the center-of-mass
energy sufficiently lower than MZ or higher than MZ. The measurement of αs with multi-
hadronic events with high energy initial state radiation is realistic for experiments using
a high luminosity lower energy collider. Preliminary results of measurements of the total
hadronic cross-section with hadronic events with ISR have been presented by the KLOE
and BaBar collaboration [123].

At LEP1 isolated high energy photons observed in a detector are mainly photons emit-
ted by the quarks produced by a Z0 decay (final state radiation,FSR). The measurement of
αs in hadronic events with observed photon has been performed by L3 collaboration [124]
and OPAL collaboration [125,126]. DELPHI collaboration measured 〈nch〉 using such ra-
diative events in [127]. Recently, DELPHI collaboration published a paper on the energy
evolution of event shape distribution and their means [128]. It includes the measurement
of αs with radiative hadronic events.

If a photon is emitted before gluon radiations, the mass of the quark system after
photon emission is regarded as the energy scale used in the radiation. In the leading log
parton shower picture, a virtuality is decreased in each subsequent branching. To emit a
hard photon with large angle to quark, it is necessary that the photon is emitted in the
early stage of QCD evolution. Using Monte Carlo generator employing the leading log
parton shower, the event shape variables for the hadronic system of radiative hadronic
events are shown to have same energy dependence with non-radiative hadronic events at
the corresponding center-of-mass energy in Section 3.4. The measurement of αs from event
shape variables of the hadronic system with an observed photon at the OPAL experiment
is described in this chapter.

41
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Unlike an αs measurement with non-radiative hadronic events, hadronic events origi-
nating in up-type quarks are enhanced because of their electric charge. Since the strong
interaction is blind to quark flavor in the Standard Model, the difference is not taken into
account in this analysis.

The selection for multi-hadronic events with an isolated high energy photon is de-
scribed in Section 5.2. The corrections applied to event shape distributions is explained
in Section 5.2.5. Selected events are divided into subsamples according to photon energy
Eγ. The reduced center-of-mass energy,

√
s′, is defined by:

√
s′ = 2Ebeam

√
1− Eγ

Ebeam

,

where Ebeam is the beam energy. The determination of αs at various
√

s′ is presented in
Section 5.3. Their statistical and systematic uncertainties are explained in Section 5.4.

5.1 Data Set and Monte Carlo Simulation

The data accumulated between 1992 and 1995 at center of mass energies around 91.2GeV
is used for this analysis. The corresponding integrated luminosity is 103.27 ± 0.10pb−1.
The luminosity is calculated from small angle Bhabha events measured by silicon tungsten
The ’off-peak’ data which has center-of-mass energies around 89.5GeV and 93GeV is taken
also in this period. The luminosity corresponding to the off-peak data is 17.22±0.03pb−1

and 18.41 ± 0.04pb−1, respectively. Since the off peak data is only 14% of the data
which has center-of-mass energy in the number of hadronic events, it is not used to avoid
complexity of analysis.

Generated events are processed through a full simulation of the OPAL detector [129]
which treats in detail the detector geometry and material as well as the effects of detector
resolution and efficiency. The simulated events are reconstructed using the same proce-
dures that were used for the OPAL data. Monte Carlo event generators are as follows.

Multi-hadronic Events JETSET version 7.4 [48] is used to simulate e+e− → qq events,
with HERWIG version 5.9 [49] and ARIADNE version 4.08 [50] used for study of alternative
hadronization and parton shower models. COJETS [130, 131] uses an incoherent parton
shower with independent fragmentation. It was studied in earlier OPAL αs measurements.
However, since the parton shower in this model does not evolve like the other models used
in this analysis, it is not appropriate for the multi-parton final state considered in NLLA
calculation. COJETS is not used in this analysis. Parameters controlling the hadronization
of quarks and gluons are tuned to OPAL LEP1 data as described in Ref. [33,132].

τ Pair Production KORALZ version 4.02 [133] is for e+e− → τ+τ− events. KORALZ is a
Monte Carlo program mainly for lepton pair production including initial and final state
bremsstrahlung corrections up to the O(α2) and O(α) electroweak corrections.

Two Photon Processes Since the radiative hadronic events with a high energy photon
are low multiplicity and strongly boosted, the quark pair production in two-photon pro-
cesses can be a background process in events with low multiplicity. In order to simulate
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two-photon processes, the appropriate event generator is chosen considering the decay
product and kinematics of the process. Although there are different ways to define the
separation between processes, The negative value of the virtuality of the observed elec-
tron, P 2 = −p2 and the squared momentum transfer, Q2 = 2EbEbtag(1− cos θtag), where
p is the four-momentum of the observed electron and Etag and θtag are energy and polar
angle of the observed electron. Eb is the beam energy. HERWIG version 5.8 [49] is used to
simulate γγ∗ → hadrons. P 2 > 1.0GeV2 and Q2 < 1.0GeV2 are defined. PHOJET version
1.05c [134] is used to simulate γγ → hadrons. P 2 < 1.0GeV2 and Q2 < 1.0GeV2 are
defined. The processes γγ∗ → leptons are simulated by VERMASEREN version 1.01 [135].
No cut on P 2 and Q2 is applied for this generator. The processes with P 2 < 1.0GeV2

and Q2 < 1.0GeV2 are simulated by F2GEN which was developed based on the TWOGEN

generator [136].

5.2 Event Selection

The event selection for multi-hadronic events with an isolated high energy photon is
divided into multi-hadronic event selection and isolated high energy photon selection.
The isolated high energy photon selection is performed with a likelihood ratio method
after selection of an isolated electromagnetic cluster. These selections are described in
following sections.

5.2.1 Hadronic Event Selection

The standard selection criteria for the OPAL detector are specified for analysis with
multi-hadronic events on Z0 resonance.

The standard multi-hadronic events selection is defined using the information on elec-
tromagnetic calorimeter (ECAL) clusters and tracks measured by the central tracking
system. Good clusters and good tracks selected by the following criteria are used for
the definition. A good cluster in barrel region is required to have an energy of at least
0.1GeV. For endcap region, the energy of the clusters is required to be more than 0.2GeV
and shared by at least 2 electromagnetic calorimeter blocks. A good track is required
to have at least 20 hits measured in the central tracking system, a distance of closest
approach from the nominal interaction point of less than 2cm in r − φ coordinate and
of less than 40cm along the z axis. The z coordinate of vertex is unconstrained in track
fitting. The track is required to have a transverse momentum of more than 50MeV/c and
a polar angle of larger than 0.995 radian.

Two ratios are defined:

Rvis =
Eshw

2× Ebeam

and Rbal =
Ebal

Eshw

(5.1)

where Ebeam is a beam energy, Eshw and is the sum of ECAL energy. Ebal is defined by
|∑i(E

i
cluster cos θi)|, where Ei

cluster is the energy of the ECAL cluster i, θi is the polar angle
of ECAL cluster i.

Events are selected as multi-hadronic events if an event has at least seven good clusters,
at least five good tracks, Rvis of more than 0.10 and Rbal of less than 0.65.

The overall efficiency of the standard multi-hadronic event selection is determined to
be 98.6 ± 0.4% [137]
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Figure 5.1: A candidate multi-hadronic event with hard isolated photon. A high energy
isolated electromagnetic cluster can be seen in the figure. Tracks and electromagnetic
clusters are forming two jet and boosted into back-to-back direction to the isolated elec-
tromagnetic cluster.
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The following tighter criteria on clusters and track quality are required for this selec-
tion.

The clusters in the electromagnetic calorimeter are required to have a minimum energy
of 100 MeV in the barrel and 250 MeV in the endcap. Tracks are required to have
transverse momentum to the beam axis pT ≥ 150MeV/c, at least 40 reconstructed points
or half of expected number of hits in the jet chamber, a distance of the point of closest
approach to the collision point in the r−φ plane d0 < 2 cm and in the z direction z0 < 25
cm.

In addition to the standard multi-hadronic events selection, at least five good tracks
are required to reduce background from e+e− → τ+τ− or γγ → qq̄ events.

To ensure events are well contained in the OPAL detector, the thrust axis of the event
is required to be in polar angle region of less than 0.9 in cosine.

Jets are calculated with tracks and electromagnetic clusters. When tracks associate
with an electromagnetic calorimeter cluster, the track momentum measured by central
tracking system and the contribution of the track to the cluster energy is doubly counted
in the calculation. If a cluster is associated by tracks, the expected energy according
to the momentum is subtracted from cluster energy in the calculation. This subtraction
is performed by an algorithm called MT described in [138, 139]. In this algorithm, the
association of tracks is decided by using the error on measurement of r and φ coordinate
at the intersection point and region in these coordinate that contains satellite clusters in
90% probability.

The central detector and the electromagnetic calorimeter are required to be fully
operational.To ensure that luminosity is well measured, the silicon tungsten detector is
required to be fully operational after 1992.

5.2.2 Isolated Electromagnetic Cluster Selection

Isolated photons are selected in these hadronic events as follows. A signal event is defined
as an e+e− → qq event with an initial or final state photon with energy greater than
10 GeV.

Electromagnetic clusters which don’t associated with tracks are selected from clusters
in multi-hadronic events. Association of tracks are decided by the criteria used in the MT
algorithm described in Section 5.2.1.

Electromagnetic clusters with an energy larger than 10 GeV are selected in order to
avoid large numbers of photons coming from the decay of mesons. We use electromagnetic
clusters in the polar angle region | cos θEC| < 0.72, where there is less material in front of
the lead glass than the region with | cos θ| larger than the criteria (Figure 5.2a). Besides
the amount of material, the non-pointing geometry of endcap electromagnetic calorimeter
makes the cluster shape fitting explained in the following section complex. The number
of clusters in data which satisfy the criteria on the electromagnetic cluster energy and
| cos θEC| is 1797532. According to the Monte Carlo simulation, 99.3% of these selected
clusters come from non-radiative multi-hadronic events.

The candidate clusters are required to be isolated from any jets, and from other clusters
and tracks:

• The angle with respect to the axis of any jet, αiso
jet, is required to be larger than 25◦

(Figure 5.2b). The jets are reconstructed from tracks and electromagnetic clusters,
excluding the candidate cluster, using the Durham algorithm with ycut = 0.005.
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Figure 5.2: Distributions of variable used in isolated electromagnetic cluster selection His-
tograms by Monte Carlo simulation are normalized with number of events estimated from
integrated luminosity and cross-section of the process. Arrows in figures show selected
region.

• The sum of the momenta of tracks which, extrapolated to the calorimeter surface,
fall inside a 0.2 radian cone around the candidate, P iso

CT, is required to be smaller
than 0.5 GeV/c (Figure 5.2c). The total energy deposition in the electromagnetic
calorimeter within a cone of 0.2 radian around the candidate, E iso

EC, is also required
to be less than 0.5 GeV (Figure 5.2d). There is a discrepancy in the large αiso

jet

region. According to Monte Carlo simulation, two jet events with a quark or gluon
transformed into a few hadrons are found. It seems that there are problems in the
hadronization simulation in such special condition.

After the isolation cuts, 11265 clusters are retained. Clusters from non-radiative multi-
hadronic events are reduced to 52.8%, the background from τ+τ− events is 0.565% and
from two-photon events is 0.010%.
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5.2.3 Likelihood Photon Selection

Isolated photon candidates are selected by using a likelihood ratio method with four
variables described in the following sections to reduce contamination of clusters from
decay of neutral hadrons. The likelihood ratio Lqqγ is defined by

Lqq̄γ =
Lqq̄γ

Lqq̄γ +
∑

wiLBG,i

,

where Lqq̄γ is the absolute likelihood value for isolated photon, LBG,i and wi are the
absolute likelihood values for ith background and the weight of the process calculated from
cross-section and luminosity. The isolated photon events make a peak around Lqq̄γ = 1
and the background processes make a peak around Lqq̄γ = 0.

A probability density function obtained for the variables is used as an absolute like-
lihood. In the calculation of the probability density function, the method called the
Projection and Correlation (PC) approximation [140] is employed. In this method, the
correlation between variables in a probability density function P(x) is approximated by
the n-dimensional Gaussian. Since each variables xi are not Gaussian distributed, they
are transformed to the Gaussian distributed variable yi. The approximated probability
density function P (x) is defined by the following equation.

P (x) = |V |−1/2 exp(−1

2
yT (V −1 − I)y)

n∏
i=1

pi(xi).

V is the n×n covariance matrix for y and I is identity matrix. pi(xi) is the projection of
P(x) on the x coordinate. The histogram of variable xi is used as pi(xi). (It is called a
reference histogram in this analysis.) In this analysis, the reference histogram is obtained
by a Monte Carlo simulation.

Since two-photon and ττ background are very small compared to non-radiative hadronic
event background, reference histograms are calculated only for signal and non-radiative
hadronic event background. Electromagnetic calorimeter clusters are divided into seven
subsamples by their energy. Different reference histograms are prepared for each subsam-
ples. Variables used in the likelihood calculation is explained in following subsections.

Cluster Shape Fit Variable

The dominant background for the isolated photon is π0 decays into two photons. The
clusters which come from the two photons are overlapped. It is difficult to distinguish π0

from the isolated photon by reconstructing π0 from the two photons. Therefore a variable
which represents the shape of the cluster is used for rejecting π0.

The first variable for the likelihood calculation is cluster shape fit variable, C, defined
by

C =
1

Nblock

∑
i

(Emeas,i − Eexp,i)
2

σ2
meas,i

, (σmeas,i = 0.21Emeas,i + 6.3
√

Emeas,i)

where Nblock is the number of blocks which the electromagnetic cluster consists of, Emeas,i

is the measured energy deposit in the i’th block, Eexp,i is the expected energy deposit in
the i’th block assuming that the energy is deposited by a single photon and σmeas,i is the
resolution of energy measured by i’th electromagnetic calorimeter block. The C variable is
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Figure 5.3: C variable distribution of (a) photons obtained from radiative muon pair
production events and (b) π0s obtained from 1-prong decay of τ in ττ pair production
events

used for judging whether the cluster is made by single photon or not. The expected energy
deposit is obtained by a numerical integration of a shower profile function over lead glass
blocks in the cluster. As described in Section 4.2, the electromagnetic calorimeter block
in the barrel part nearly points to the interaction region. Although the shower profile
function is a function of radius and longitudinal distance from the shower origin, it can
be well approximated by the two dimensional integration by neglecting the longitudinal
part of the function. The expected energy of i’th block is given by

Eexp,i = E0 ×
∫

Si

f(r)drdφ. (5.2)

f(r) = a exp(−br) + c exp(−dr)
(a

b
+

c

d
= 1

)
(5.3)

Si is projection of front surface of i’th block to the plane which cross the shower origin
and is perpendicular to incident direction. The integration is performed by dividing the
region Si into ring with the origin as center.

Parameter a, b, c and d are obtained by simulation with GEANT program [141].

b = 0.6255− 0.04651

sin θ
+

0.00662

sin2 θ
(5.4)

a = 0.3110× b (5.5)

d = 3.03480− 0.11004

sin θ
− 0.24798

sin2 θ
(5.6)

c = 0.6890× d (5.7)

The intrinsic energy resolution measured by using an e− beam without material in
front of the calorimeter (σ = 0.21E + 6.3

√
E) is used for this analysis.

In order to drop obvious background events before the likelihood calculation, the
number of electromagnetic calorimeter blocks is required to be smaller than 10 as a pres-
election.
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Figure 5.4: Distributions of variable used in the isolated photon likelihood selection.

Check of the Cluster Shape Fit Variable The agreement between data and Monte
Carlo is checked simply with photons in radiative muon pair events and π0 in τ pair
events.

For checking the agreement of the C variable between data and Monte Carlo in case of
clusters produced by a single photon, events with two muons which have total momentum
larger than 7GeV/c are selected from muon pair events which pass the selection criteria
described in [142]. If an electromagnetic calorimeter cluster is not associated with tracks
and has 3-momentum close to the total 3-momentum of two muons, it is used for the
check as a photon. The C variable distribution of the cluster for data is compared with
the Monte Carlo distribution for e+e− → µ+µ−(γ) produced by KORALZ (Figure 5.3 (a)).
They are in an acceptable agreement.

After selections on the multiplicity of the tracks and the clusters, the shower energy
and the visible energy, and the cosmic ray rejection, the identification of τ is performed by
a cone based algorithm using both of the tracks and electromagnetic calorimeter clusters.
The detailed description of the τ pair selection is found in [142].

First the highest energy particle in the event is selected and a cone with a half opening
angle of 35 degrees is defined around it. The particle with the next highest energy particle
inside the cone is combined with the first particle. A new cone is defined around the vector
sum of momenta of the two particles. This procedure is repeated until no more particles
are found inside the cone. If the resulting cone of particles is includes at least one track,
it is classified as a τ . The procedure is repeated until all particles are assigned to a cone.
If the event has two cones classified as a τ , it is selected as τ -pair events.

For checking the agreement of C variable between data and Monte Carlo, the τ candi-
dates which have one charged track and clusters unassociated with the track are selected.
As shown in Figure 5.3 (b), they agree with each other.
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Distance between Electromagnetic Cluster and Presampler Cluster

The second new variable is a measure of the distance between the electromagnetic calorime-
ter cluster and the associated presampler cluster,

∆ = max(|∆φ|, |∆θ|).

∆φ and ∆θ are the angular separations between the clusters in azimuthal and polar
angle, respectively. The value of ∆ tends to to be larger for clusters produced by two
overlapping photons, e.g. from a π0 → γγ than for clusters produced by a single photon,
because the presampler measures the cluster position at an early stage of development
of the electromagnetic shower. The value of ∆ is required to be smaller than 50 mrad
as preselection. The cut does not apply to clusters with no presampler hit. ∆ = −1 is
assigned for such clusters in the likelihood selection.

The other variables are | cos θEC| and αiso
jet described in Section 5.2.2. The distributions

of C and ∆ are shown in Figures 5.4. The Monte Carlo distributions in these figures
are normalized according to the luminosity obtained from small angle Bhabha events. A
disagreement between data and Monte Carlo is seen for C and αiso

jet. As shown in Sec-
tion 5.2.3, the agreement between data and Monte Carlo for the C distribution is studied
with photons in radiative Bhabha events and π0 and π± in tau pair events. Therefore, it
is related to the difficulty in predicting the rate of isolated neutral hadrons in the Monte
Carlo generators, as explained in Section 5.2.4. In this analysis, the rate of isolated neutral
hadrons used in the background subtraction is estimated from data.

The likelihood calculation is performed with reference histograms made for seven sub-
samples chosen to the cluster energy. The cut on the likelihood value is chosen so as to
retain about 80% of the signal events. The likelihood distributions for data and Monte
Carlo are shown in Figure 5.5.

It can be seen that the likelihood distributions for signal and background events are
well separated for each region of electromagnetic cluster energy. The electromagnetic
clusters which pass the likelihood selection are regarded as photon candidates.

The effectiveness of each variable is checked by removing one of the likelihood variables
in the likelihood calculation. The efficiencies of the selection itself and the purities of signal
events after the likelihood selection are shown in Table 5.1. C and αiso

jet are more effective.
Improvement of purity×efficiency is small. But it is better to use | cos θEC | and ∆.

Hadronic events with hard isolated photon candidate are divided into seven subsamples
according to the photon energy for further analysis. Table 5.2 shows the mean values
of
√

s′(= 2Ebeam

√
1− Eγ/Ebeam), the number of data events and number of background

Variable Efficiency[%] Purity[%] Purity×Efficiency
Default 83.5 94.8 0.792
| cos θEC| 82.5 94.8 0.783
∆ 82.1 95.1 0.781
C 79.6 94.5 0.752
αiso

jet 79.7 96.1 0.765

Table 5.1: Efficiencies and purities of the likelihood selection when one of the likelihood
variables is removed. “Default” means the results when all variables are used.
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events for each subsample. “Non-rad MH” means a fraction of neutral hadron background
estimated by the two independent methods described in the next section. Predictions by
JETSET are shown also. It is indicated by “MC” in the table. There is a discrepancy in
samples with a high cluster energy.
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Figure 5.5: Photon likelihood distributions. Monte Carlo distributions are scaled with
fraction obtained by fitting described in Section 5.2.4. Arrows show the selected region.

Eγ [GeV] Events
√

s′Mean[GeV] Background [%]
Non-rad. MH ττ

MC Likelihood Isolated tracks
10-15 1560 78.1± 1.7 6.1± 0.6 6.0± 0.7 6.2± 0.9 0.9± 0.2
15-20 954 71.8± 1.9 6.0± 0.8 3.1± 0.5 4.9± 0.8 1.0± 0.3
20-25 697 65.1± 2.0 6.6± 1.0 2.6± 0.6 6.3± 1.1 0.9± 0.4
25-30 513 57.6± 2.3 9.7± 1.4 5.1± 1.1 7.9± 1.4 1.1± 0.5
30-35 453 49.0± 2.6 11.8± 1.6 4.5± 1.1 9.6± 1.6 0.7± 0.4
35-40 376 38.5± 3.5 14.6± 2.0 5.2± 1.2 13.1± 1.9 0.8± 0.5
40-45 290 24.4± 5.3 30.6± 3.2 10.4± 2.3 12.9± 1.7 0.8± 0.5

Table 5.2: Selected number of events and mean value of
√

s′ for each
√

s′ subsample.
“Non-rad. MH” means a fraction of neutral hadron background predicted by two different
methods described in Section 5.2.4 and predictions by JETSET (It is indicated by “MC”).
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Figure 5.6: Agreement between data and Monte Carlo simulation in the energy of elec-
tromagnetic calorimeter clusters. Tighter isolation cut make the agreement worse in the
cluster energy.

5.2.4 Background Estimation

Hadronic events and τ pair events with a high energy isolated neutral hadron remain
after the isolated electromagnetic cluster selection. According to the Monte Carlo sim-
ulation the contribution of two photon processes is less than 0.01% in all subsamples.
The contamination of τ pair events is 0.5∼1.0%. In addition to small number of events,
since event shape variables for τ pair events are concentrated in the lowest bin of the
distribution and outside the fitting range, the effect on the result of fitting is negligible.

As the mentioned in Section 3.3, the Monte Carlo generator fails to reproduce the
observed rate of isolated prompt photons. It is found in this analysis also. When the
tighter isolation condition is required, the excess of data to Monte Carlo expectation
increases as shown in Figure 5.6. The background fraction is evaluated using data based
on the two independent method described in the following. The difference in values of αs

obtained by two methods is included in systematic errors.

Estimation with Likelihood Distributions

Fractions of background events from neutral hadrons in the each subsample are estimated
by fitting likelihood distributions of signal and background Monte Carlo to data after
the isolation cut and preselection. A binned maximum likelihood method is used for the
fitting. The fitted distribution Ci is defined as

Ci = fsigC
sig
i + (1− fsig)C

bkg
i , (5.8)

where Csig
i and Cbkg

i are the i’th bin contents of signal(radiative multi-hadronic events) and
background (non-radiative multi-hadronic events) obtained by Monte Carlo simulations.
fsig is the fraction of signal events in all selected events. The result of the fitting is shown
in the Table 5.3. The likelihood distribution shown in Figure 5.5 from Monte Carlo is
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normalized with the number of candidates. Distributions for signal and background are
scaled by fractions obtained by the fitting.

The chi-square for samples with
√

s′ = 78.1GeV, 71.8GeV and 24.4GeV is substantially
larger than other samples. If the lowest bin is not used in the fitting, the reduced chi-
square for samples with

√
s′ = 78.1GeV and 71.8GeV is in 1∼2. For the sample with√

s′ = 24.4GeV, a few data points contribute most of the chi-square.
Fractions of neutral hadron background estimated by this methods are shown in Ta-

ble 5.2. Statistical errors for data and Monte Carlo events are shown for method by fitting
likelihood.

√
s′[GeV] χ2/d.o.f fsig[%]
78.1 122.8/18 71.9± 2.0
71.8 49.6/18 84.4± 2.8
65.1 14.4/18 88.8± 3.3
57.6 24.6/18 83.7± 3.9
49.0 18.6/18 85.8± 4.4
38.5 22.7/18 82.6± 4.6
24.4 37.4/18 77.6± 5.3

Table 5.3: The results of fitting the likelihood distribution.

Estimation with Charged Hadron Rates

Alternatively we estimate the fraction of background from neutral hadrons after isolation
selection by using isospin symmetry.

According to the Monte Carlo information, electromagnetic calorimeter clusters after
the isolation cuts originate from the decay of neutral pion (31.6%), neutral kaon (7.0%),
neutron(6.3%) and eta meson(3.2%) in addition to initial and final state radiation(45.2%).

When isospin symmetry is assumed to be obeyed in hadron production, rates of neutral
pion, neutral kaons and neutron are estimated from rate of charged pions, charged kaons
and protons, respectively. The relations between the neutral hadrons and charged hadrons
are;

Nπ0 =
1

2
Nπ± NK0 =

1

2
NK± Nn = Np . (5.9)

As seen in Figure 5.7, a similar discrepancy between data and Monte Carlo is found
after the same isolation cuts. The rates of isolated neutral hadrons are estimated from
the rates of isolated charged hadrons using these relations.

The isolated π±, K± and proton rates are obtained from the number of tracks by
trusting the composition of these charged particles predicted by Monte Carlo simulation.
The fraction of charged pion, charged kaon and proton in all tracks after all isolation
cuts (P iso

CT,Eiso
ECand αiso

jet) are 43.7%, 38.0% and 11.33%, respectively. The rates of iso-
lated charged hadrons are converted to the rates of isolated π0, K0 and neutron using
Equation 5.9.

Actually, the isospin symmetry is not satisfied exactly. The sizes of violation of the
isospin symmetry could be obtained from the measured production rate for π0 [143,144],
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Figure 5.7: Agreement between data and Monte Carlo simulation in the momentum of
tracks. Tighter isolation cut make the agreement worse in the track momentum.

π±, K±, proton [145] and K0 [143, 146–149] and JETSET and HERWIG tuned with OPAL
data [33,132]. They are shown in the following table.

Measured JT7.4 HW6.1
(Nπ0 −Nπ±)/Nπ0 [%] 7.93 10.71 10.91

(NK0 −NK±)/NK0 [%] 18.22 4.50 5.35
(Nn −Np)/Nn0 [%] —- -5.0 -8.93

Table 5.4: Measured value and Monte Carlo prediction of difference of the produc tion
rates.

For pions and kaons, the measured values are used for the estimation 1. The mean of
the values for JETSET and HERWIG are used for protons. If the rates estimated from the
isolated charged hadron rates are used, the energy distribution of isolated electromagnetic
calorimeter clusters after isolation cuts shows a better agreement between data and Monte
Carlo prediction (Figure 5.8 a). After the likelihood selection, a excess of data can be
seen in the low photon energy region. It is a similar situation as analyses described in
Section 3.3.

Fractions of neutral hadron background after all selections estimated by this methods
are shown in Table 5.2. Statistical errors and the uncertainty from violation of isospin
symmetry are included for the method using isolated tracks.

5.2.5 Event Shape Variables at Detector Level and Hadron Level

The determination of αs is based on measurements of the event shape variables (1− T ),
MH , BT , BW , C and yD

23 described in Section 2.3.4. In this analysis, event shape variables

1In the case of kaons, there is a difference more than three standard deviations between measurement
(2.027) and tuned Monte Carlo predictions (2.207 in JETSET 7.4 and 2.262 HERWIG 6.1) in the production
rate of K0
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are calculated from tracks and electromagnetic clusters excluding the isolated photon
candidate. Contribution of electromagnetic clusters originating from charged particles
are removed by the method described in Section 5.2.1.

Since these variables are defined in the center-of-mass frame of the colliding beams, the
hadronic system should be boosted back into the center-of-mass frame of the hadrons. The
Lorentz boost is determined from the energy and angle of the photon candidate. When
the four-momentum of particles in the hadronic system is calculated, electromagnetic
clusters are treated as photons with zero mass, and tracks of charged particles are treated
as hadrons with the mass of charged pions. The momentum of the system of all hadrons
after the boost back is shown in Figure 5.9. The error bar is the RMS of the momentum
distribution. The mean value of the momentum is zero for all energy samples in the both
case of Data and Monte Carlo. It shows that the hadronic system is correctly boosted
back into the center-of-mass system.

Event shape variables for
√

s′ = 78.1GeV and 24.4GeV are shown in Figure 5.10 and
Figure 5.11. The background distributions are scaled by the fraction of non-radiative
hadronic events and τ pair events listed in Table 5.2. τ pair events have a small event
shape as expected from the narrow two-jet like topology. The Monte Carlo simulation
reproduce the event shape of data for all event shape variables and for both the largest
and the smallest

√
s′ samples. The contributions from these background events are re-

moved statistically by subtracting the Monte Carlo distribution. We call it “background
subtraction”.

The effects of the experimental resolution and acceptance are unfolded using Monte
Carlo samples with full detector simulation (detector correction). The unfolding is per-
formed bin-by-bin with correction factors rDet

i = hi/di, where hi represents the value of
i’th bin of the event shape distribution of hadrons in Monte Carlo simulation without
detector simulation. The “hadrons” are defined as particles with a mean proper lifetime
longer than 3·10−10s. di represents the value of the i’th bin of the event shape distribution
calculated with clusters and tracks obtained from Monte Carlo samples with detector sim-
ulation. We refer to the distributions after applying these corrections as data corrected
to the “hadron level”.

The event shapes for data corrected to the hadron level are shown in Figure 5.12
and Figure 5.13. Figure 5.13 is shown as an example of the smallest statistics samples.
The histograms for data corrected to the hadron level are given in Figure 5.5,Figure 5.6,
Figure 5.7,Figure 5.8, Figure 5.9 and Figure 5.10. The first error is a statistical error. The
second error is a systematic error which is obtained from the difference of bin contents in
standard analysis and alternative analyses described in Section 5.4.1.

The event shapes for data at hadron level are compared with the predictions of the
Monte Carlo samples with center-of-mass energies set to the mean value of

√
s′ in each

subsample. In the production of the Monte Carlo samples, ISR and FSR is switched
off and on, respectively. The differences between generators are much smaller than the
error for each bin in Figure 5.12. However, the difference between generators can be
seen around the peak of MH ,BT ,C and yD

23. The predictions by HERWIG deviate from
the data distributions. The difference between generators become clearer in this figure.
Distributions of JETSET and ARIADNE are steeper than that of HERWIG. HERWIG is a little
better in agreement with data than JETSET and ARIADNE. In conclusion, the predictions
from event generators are consistent with the data for all the

√
s′ samples.
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Figure 5.10: Event shape variables at the detector level for
√

s′ = 78.1GeV
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(1− T ) 1/σ · dσ/d(1− T )
78.1GeV 71.8GeV 65.1GeV 57.6GeV

0.00-0.03 9.54 ± 0.77 ± 0.91 6.63 ± 0.77 ± 0.42 7.22 ± 0.96 ± 0.30 5.03 ± 0.91 ± 1.08
0.03-0.06 11.32 ± 0.87 ± 0.91 11.83 ± 1.13 ± 0.79 12.90 ± 1.37 ± 0.81 12.20 ± 1.48 ± 1.24
0.06-0.09 5.11 ± 0.60 ± 0.94 6.06 ± 0.85 ± 0.62 5.12 ± 0.85 ± 0.21 5.66 ± 1.05 ± 0.79
0.09-0.12 2.53 ± 0.43 ± 0.47 3.01 ± 0.56 ± 0.47 2.44 ± 0.58 ± 0.30 2.58 ± 0.66 ± 0.78
0.12-0.15 1.89 ± 0.38 ± 0.37 2.17 ± 0.57 ± 0.35 1.84 ± 0.53 ± 0.42 2.04 ± 0.61 ± 0.29
0.15-0.18 0.98 ± 0.26 ± 0.38 1.43 ± 0.46 ± 0.34 1.50 ± 0.50 ± 0.24 2.45 ± 0.91 ± 0.90
0.18-0.21 0.72 ± 0.25 ± 0.13 0.81 ± 0.29 ± 0.27 0.85 ± 0.38 ± 0.44 2.09 ± 0.98 ± 0.29
0.21-0.24 0.31 ± 0.13 ± 0.11 0.55 ± 0.25 ± 0.43 0.30 ± 0.21 ± 0.16 0.49 ± 0.26 ± 0.13
0.24-0.27 0.51 ± 0.25 ± 0.19 0.43 ± 0.25 ± 0.19 0.65 ± 0.41 ± 0.23 0.22 ± 0.20 ± 0.09
0.27-0.30 0.15 ± 0.10 ± 0.10 0.23 ± 0.15 ± 0.10 0.25 ± 0.16 ± 0.10 0.48 ± 0.39 ± 0.35
0.30-0.33 0.23 ± 0.20 ± 0.21 0.09 ± 0.08 ± 0.03 0.18 ± 0.16 ± 0.13 0.09 ± 0.11 ± 0.15
0.33-0.36 0.02 ± 0.03 ± 0.06 0.05 ± 0.07 ± 0.06 0.10 ± 0.16 ± 0.19 0.00 ± 0.00 ± 0.07
0.36-0.39 0.05 ± 0.07 ± 0.08 0.02 ± 0.05 ± 0.02 0.00 ± 0.00 ± 0.00 0.00 ± 0.00 ± 0.00

(1− T ) 1/σ · dσ/d(1− T )
49.0GeV 38.5GeV 24.4GeV

0.00-0.03 2.60 ± 0.60 ± 0.31 1.69 ± 0.59 ± 0.38 1.02 ± 0.71 ± 0.28
0.03-0.06 12.50 ± 1.69 ± 1.25 10.35 ± 1.69 ± 1.13 5.72 ± 1.60 ± 1.07
0.06-0.09 8.11 ± 1.41 ± 0.75 7.65 ± 1.33 ± 0.75 8.83 ± 1.79 ± 1.05
0.09-0.12 3.13 ± 0.79 ± 0.53 4.54 ± 0.99 ± 0.33 5.78 ± 1.39 ± 0.97
0.12-0.15 2.00 ± 0.57 ± 0.44 2.92 ± 0.93 ± 0.29 2.86 ± 0.85 ± 0.57
0.15-0.18 1.92 ± 0.71 ± 0.66 1.62 ± 0.59 ± 0.33 2.95 ± 1.01 ± 0.78
0.18-0.21 0.59 ± 0.35 ± 0.71 1.23 ± 0.63 ± 0.72 2.34 ± 0.86 ± 0.60
0.21-0.24 0.91 ± 0.48 ± 0.51 1.17 ± 0.61 ± 0.52 1.19 ± 0.69 ± 0.76
0.24-0.27 0.54 ± 0.32 ± 0.03 1.44 ± 0.90 ± 0.23 0.46 ± 0.26 ± 0.15
0.27-0.30 0.40 ± 0.32 ± 0.27 0.42 ± 0.30 ± 0.22 0.43 ± 0.35 ± 0.34
0.30-0.33 0.63 ± 0.85 ± 0.58 0.00 ± 0.00 ± 0.00 1.34 ± 1.03 ± 0.79
0.33-0.36 0.00 ± 0.00 ± 0.00 0.27 ± 0.30 ± 0.20 0.45 ± 0.53 ± 0.64

Table 5.5: Hadron level distributions of (1− T ).
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MH 1/σ · dσ/dMH

78.1GeV 71.8GeV 65.1GeV 57.6GeV
0.00-0.08 0.08 ± 0.04 ± 0.05 -0.00 ± 0.01 ± 0.01 0.01 ± 0.01 ± 0.01 0.00 ± 0.00 ± 0.00
0.08-0.12 1.36 ± 0.19 ± 0.24 1.11 ± 0.22 ± 0.16 0.89 ± 0.23 ± 0.23 0.37 ± 0.15 ± 0.14
0.12-0.16 7.47 ± 0.64 ± 0.70 5.30 ± 0.60 ± 0.30 4.73 ± 0.63 ± 0.61 4.36 ± 0.73 ± 1.07
0.16-0.20 4.96 ± 0.50 ± 0.37 6.47 ± 0.80 ± 0.56 7.50 ± 1.00 ± 0.68 6.05 ± 0.90 ± 0.53
0.20-0.24 3.77 ± 0.46 ± 0.17 3.60 ± 0.53 ± 0.36 3.62 ± 0.64 ± 0.49 4.57 ± 0.85 ± 0.76
0.24-0.28 2.76 ± 0.42 ± 0.47 3.04 ± 0.54 ± 0.52 2.49 ± 0.51 ± 0.47 3.48 ± 0.84 ± 0.46
0.28-0.32 1.71 ± 0.31 ± 0.23 1.81 ± 0.39 ± 0.53 2.11 ± 0.54 ± 0.66 1.81 ± 0.52 ± 0.94
0.32-0.36 0.99 ± 0.23 ± 0.26 1.53 ± 0.41 ± 0.16 0.92 ± 0.29 ± 0.23 2.16 ± 0.66 ± 0.64
0.36-0.40 0.84 ± 0.23 ± 0.12 0.90 ± 0.30 ± 0.16 0.91 ± 0.34 ± 0.39 1.01 ± 0.39 ± 0.36
0.40-0.44 0.59 ± 0.21 ± 0.28 0.49 ± 0.18 ± 0.20 1.14 ± 0.58 ± 0.21 0.64 ± 0.35 ± 0.74
0.44-0.48 0.13 ± 0.08 ± 0.12 0.17 ± 0.09 ± 0.09 0.21 ± 0.13 ± 0.15 0.45 ± 0.28 ± 0.26
0.48-0.52 0.24 ± 0.17 ± 0.13 0.20 ± 0.12 ± 0.12 0.34 ± 0.24 ± 0.24 0.09 ± 0.09 ± 0.10
0.52-0.56 0.01 ± 0.02 ± 0.03 0.38 ± 0.48 ± 0.43 0.10 ± 0.12 ± 0.10 0.00 ± 0.00 ± 0.00
0.56-0.60 0.00 ± 0.02 ± 0.03 0.00 ± 0.00 ± 0.00 0.04 ± 0.06 ± 0.07 0.00 ± 0.00 ± 0.00

MH 1/σ · dσ/dMH

49.0GeV 38.5GeV 24.4GeV
0.08-0.12 0.30 ± 0.13 ± 0.10 0.13 ± 0.12 ± 0.12 0.00 ± 0.00 ± 0.00
0.12-0.16 2.81 ± 0.58 ± 0.45 1.33 ± 0.39 ± 0.36 0.63 ± 0.36 ± 0.24
0.16-0.20 7.05 ± 1.14 ± 0.65 5.70 ± 1.04 ± 0.76 2.41 ± 0.72 ± 0.61
0.20-0.24 5.04 ± 0.96 ± 0.68 5.39 ± 1.01 ± 0.32 5.33 ± 1.23 ± 1.06
0.24-0.28 4.18 ± 0.87 ± 0.54 5.52 ± 1.19 ± 0.44 5.33 ± 1.21 ± 0.93
0.28-0.32 2.15 ± 0.64 ± 0.47 2.53 ± 0.70 ± 0.31 4.00 ± 0.99 ± 0.93
0.32-0.36 1.47 ± 0.49 ± 0.32 2.18 ± 0.70 ± 0.21 2.82 ± 0.90 ± 0.87
0.36-0.40 0.43 ± 0.21 ± 0.17 1.02 ± 0.41 ± 0.26 1.61 ± 0.61 ± 0.71
0.40-0.44 0.85 ± 0.43 ± 0.44 0.72 ± 0.36 ± 0.21 1.74 ± 0.82 ± 1.39
0.44-0.48 0.49 ± 0.34 ± 0.65 0.30 ± 0.22 ± 0.37 0.60 ± 0.44 ± 0.44
0.48-0.52 0.19 ± 0.18 ± 0.11 0.18 ± 0.22 ± 0.17 0.59 ± 0.46 ± 0.31
0.52-0.56 0.06 ± 0.07 ± 0.03 0.00 ± 0.00 ± 0.00 0.03 ± 0.05 ± 0.07

Table 5.6: Hadron level distributions of MH .
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BT 1/σ · dσ/dBT

78.1GeV 71.8GeV 65.1GeV 57.6GeV
0.00-0.03 0.20 ± 0.20 ± 0.21 0.00 ± 0.05 ± 0.04 0.04 ± 0.13 ± 0.06 0.00 ± 0.00 ± 0.00
0.03-0.06 5.42 ± 0.59 ± 0.58 3.83 ± 0.63 ± 0.37 3.05 ± 0.61 ± 0.37 1.69 ± 0.52 ± 0.40
0.06-0.09 11.10 ± 0.88 ± 0.83 9.23 ± 0.94 ± 0.46 10.86 ± 1.26 ± 0.62 9.30 ± 1.32 ± 0.79
0.09-0.12 6.08 ± 0.63 ± 0.45 7.56 ± 0.93 ± 0.54 7.56 ± 1.03 ± 0.62 8.59 ± 1.26 ± 1.36
0.12-0.15 3.98 ± 0.51 ± 0.39 4.56 ± 0.71 ± 0.55 4.58 ± 0.81 ± 0.69 4.54 ± 0.93 ± 0.74
0.15-0.18 2.80 ± 0.46 ± 0.39 3.18 ± 0.58 ± 0.55 2.36 ± 0.56 ± 0.20 2.69 ± 0.67 ± 0.69
0.18-0.21 1.41 ± 0.30 ± 0.42 1.82 ± 0.45 ± 0.29 1.98 ± 0.56 ± 0.48 2.01 ± 0.61 ± 0.42
0.21-0.24 1.14 ± 0.31 ± 0.25 1.50 ± 0.46 ± 0.23 1.28 ± 0.42 ± 0.21 2.68 ± 0.94 ± 0.50
0.24-0.27 0.68 ± 0.23 ± 0.08 0.80 ± 0.31 ± 0.46 0.69 ± 0.40 ± 0.21 0.55 ± 0.27 ± 0.21
0.27-0.30 0.22 ± 0.11 ± 0.11 0.71 ± 0.33 ± 0.26 0.58 ± 0.29 ± 0.22 0.92 ± 0.51 ± 0.30
0.30-0.33 0.15 ± 0.10 ± 0.07 0.12 ± 0.09 ± 0.07 0.30 ± 0.22 ± 0.12 0.14 ± 0.14 ± 0.26
0.33-0.36 0.15 ± 0.14 ± 0.11 0.00 ± 0.00 ± 0.00 0.04 ± 0.06 ± 0.07 0.23 ± 0.34 ± 0.18

BT 1/σ · dσ/dBT

49.0GeV 38.5GeV 24.4GeV
0.03-0.06 0.82 ± 0.34 ± 0.33 0.14 ± 0.14 ± 0.11 0.09 ± 0.13 ± 0.10
0.06-0.09 6.68 ± 1.18 ± 0.52 4.48 ± 1.06 ± 0.59 1.39 ± 0.69 ± 0.34
0.09-0.12 8.91 ± 1.38 ± 1.27 7.00 ± 1.24 ± 1.13 5.40 ± 1.52 ± 0.94
0.12-0.15 6.76 ± 1.28 ± 1.07 8.10 ± 1.48 ± 0.93 6.94 ± 1.54 ± 0.98
0.15-0.18 3.46 ± 0.86 ± 0.52 3.69 ± 0.85 ± 0.53 6.40 ± 1.47 ± 0.85
0.18-0.21 2.86 ± 0.79 ± 0.45 4.81 ± 1.36 ± 0.94 5.05 ± 1.38 ± 0.68
0.21-0.24 1.69 ± 0.62 ± 0.32 1.53 ± 0.56 ± 0.53 3.53 ± 1.05 ± 0.46
0.24-0.27 0.54 ± 0.30 ± 0.50 1.56 ± 0.66 ± 0.59 2.04 ± 0.75 ± 0.87
0.27-0.30 1.44 ± 0.76 ± 0.40 1.02 ± 0.56 ± 0.50 0.66 ± 0.33 ± 0.34
0.30-0.33 0.18 ± 0.18 ± 0.06 0.24 ± 0.20 ± 0.04 1.79 ± 0.99 ± 0.70
0.33-0.36 -0.02 ± 0.03 ± 0.05 0.76 ± 1.00 ± 0.40 0.05 ± 0.21 ± 0.36

Table 5.7: Hadron level distributions of BT .
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BW 1/σ · dσ/dBW

78.1GeV 71.8GeV 65.1GeV 57.6GeV
0.00-0.03 2.67 ± 0.41 ± 0.60 1.58 ± 0.40 ± 0.56 1.20 ± 0.38 ± 0.32 0.92 ± 0.43 ± 0.56
0.03-0.06 15.03 ± 1.01 ± 0.99 13.97 ± 1.21 ± 0.74 15.71 ± 1.53 ± 0.89 13.80 ± 1.63 ± 1.31
0.06-0.09 6.63 ± 0.64 ± 0.48 8.24 ± 0.99 ± 0.49 6.84 ± 0.93 ± 0.54 6.99 ± 1.02 ± 0.58
0.09-0.12 4.37 ± 0.60 ± 0.40 3.47 ± 0.55 ± 0.34 4.41 ± 0.83 ± 0.55 6.07 ± 1.29 ± 0.34
0.12-0.15 2.36 ± 0.40 ± 0.32 2.84 ± 0.61 ± 0.56 2.13 ± 0.54 ± 0.62 1.97 ± 0.54 ± 0.95
0.15-0.18 1.22 ± 0.28 ± 0.14 1.94 ± 0.51 ± 0.23 1.48 ± 0.50 ± 0.18 2.28 ± 0.77 ± 0.46
0.18-0.21 0.78 ± 0.28 ± 0.26 0.55 ± 0.22 ± 0.41 0.97 ± 0.39 ± 0.11 0.55 ± 0.26 ± 0.16
0.21-0.24 0.24 ± 0.12 ± 0.14 0.21 ± 0.11 ± 0.17 0.45 ± 0.29 ± 0.16 0.76 ± 0.54 ± 0.45
0.24-0.27 0.04 ± 0.04 ± 0.03 0.54 ± 0.44 ± 0.23 0.08 ± 0.08 ± 0.03 0.00 ± 0.00 ± 0.20
0.27-0.30 0.00 ± 0.00 ± 0.04 0.00 ± 0.00 ± 0.00 0.05 ± 0.09 ± 0.09 0.00 ± 0.00 ± 0.00

BW 1/σ · dσ/dBW

49.0GeV 38.5GeV 24.4GeV
0.00-0.03 0.51 ± 0.33 ± 0.20 0.00 ± 0.00 ± 0.06 0.00 ± 0.00 ± 0.00
0.03-0.06 11.88 ± 1.63 ± 0.87 7.93 ± 1.39 ± 0.64 3.34 ± 1.11 ± 0.98
0.06-0.09 9.52 ± 1.40 ± 0.51 11.89 ± 1.79 ± 1.10 10.93 ± 2.09 ± 1.17
0.09-0.12 5.51 ± 1.11 ± 0.31 6.18 ± 1.18 ± 0.77 8.61 ± 1.60 ± 1.47
0.12-0.15 2.51 ± 0.74 ± 0.30 3.81 ± 1.07 ± 0.52 5.14 ± 1.28 ± 0.92
0.15-0.18 1.39 ± 0.47 ± 0.49 2.01 ± 0.73 ± 0.40 2.38 ± 0.81 ± 1.25
0.18-0.21 1.62 ± 0.74 ± 0.91 1.09 ± 0.49 ± 0.42 1.68 ± 0.79 ± 0.48
0.21-0.24 0.35 ± 0.25 ± 0.25 0.41 ± 0.35 ± 0.35 1.27 ± 0.90 ± 0.60
0.24-0.27 0.06 ± 0.07 ± 0.02 0.00 ± 0.00 ± 0.00 -0.02 ± 0.03 ± 0.06

Table 5.8: Hadron level distributions of BW .
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C 1/σ · dσ/dC
78.1GeV 71.8GeV 65.1GeV 57.6GeV

0.00-0.05 0.24 ± 0.11 ± 0.14 0.03 ± 0.03 ± 0.05 0.01 ± 0.02 ± 0.02 0.00 ± 0.00 ± 0.00
0.05-0.08 1.29 ± 0.25 ± 0.21 0.88 ± 0.26 ± 0.19 0.96 ± 0.35 ± 0.34 0.58 ± 0.31 ± 0.26
0.08-0.11 3.15 ± 0.42 ± 0.41 2.28 ± 0.45 ± 0.19 2.20 ± 0.50 ± 0.31 0.88 ± 0.31 ± 0.38
0.11-0.14 4.61 ± 0.58 ± 0.85 3.61 ± 0.60 ± 0.69 3.95 ± 0.75 ± 0.43 3.05 ± 0.80 ± 0.78
0.14-0.18 3.87 ± 0.45 ± 0.46 3.74 ± 0.56 ± 0.61 3.32 ± 0.58 ± 0.62 3.65 ± 0.73 ± 0.49
0.18-0.22 2.76 ± 0.39 ± 0.47 2.46 ± 0.40 ± 0.36 3.64 ± 0.66 ± 0.58 3.57 ± 0.73 ± 0.86
0.22-0.29 1.47 ± 0.19 ± 0.26 2.18 ± 0.34 ± 0.36 2.02 ± 0.34 ± 0.22 2.27 ± 0.41 ± 0.29
0.29-0.36 1.42 ± 0.21 ± 0.30 1.45 ± 0.26 ± 0.29 1.67 ± 0.34 ± 0.11 1.28 ± 0.31 ± 0.29
0.36-0.43 1.02 ± 0.18 ± 0.09 0.86 ± 0.18 ± 0.18 0.70 ± 0.19 ± 0.25 1.13 ± 0.32 ± 0.28
0.43-0.50 0.73 ± 0.16 ± 0.10 1.15 ± 0.28 ± 0.12 0.74 ± 0.23 ± 0.13 0.65 ± 0.21 ± 0.18
0.50-0.57 0.47 ± 0.11 ± 0.19 0.58 ± 0.17 ± 0.10 0.58 ± 0.18 ± 0.11 0.82 ± 0.28 ± 0.26
0.57-0.64 0.40 ± 0.11 ± 0.08 0.56 ± 0.17 ± 0.15 0.78 ± 0.28 ± 0.18 0.83 ± 0.33 ± 0.20
0.64-0.71 0.31 ± 0.10 ± 0.08 0.41 ± 0.15 ± 0.19 0.20 ± 0.09 ± 0.10 0.66 ± 0.27 ± 0.08
0.71-0.78 0.16 ± 0.06 ± 0.16 0.41 ± 0.18 ± 0.19 0.24 ± 0.13 ± 0.05 0.27 ± 0.14 ± 0.17
0.78-0.85 0.47 ± 0.23 ± 0.26 0.14 ± 0.07 ± 0.03 0.26 ± 0.14 ± 0.07 0.31 ± 0.18 ± 0.20
0.85-1.00 0.00 ± 0.00 ± 0.01 0.04 ± 0.03 ± 0.01 0.03 ± 0.03 ± 0.02 0.01 ± 0.02 ± 0.02

C 1/σ · dσ/dC
49.0GeV 38.5GeV 24.4GeV

0.00-0.05 0.05 ± 0.10 ± 0.09 0.00 ± 0.00 ± 0.00 0.00 ± 0.00 ± 0.00
0.05-0.08 0.28 ± 0.18 ± 0.15 0.00 ± 0.00 ± 0.00 0.00 ± 0.00 ± 0.00
0.08-0.11 0.48 ± 0.23 ± 0.23 0.31 ± 0.25 ± 0.22 0.00 ± 0.00 ± 0.00
0.11-0.14 2.35 ± 0.75 ± 0.27 0.63 ± 0.30 ± 0.17 0.82 ± 0.74 ± 0.94
0.14-0.18 1.91 ± 0.47 ± 0.38 2.19 ± 0.71 ± 0.68 0.48 ± 0.32 ± 0.35
0.18-0.22 3.55 ± 0.80 ± 0.42 1.80 ± 0.53 ± 0.49 1.81 ± 0.87 ± 0.58
0.22-0.29 3.00 ± 0.56 ± 0.18 3.10 ± 0.64 ± 0.58 1.53 ± 0.50 ± 0.22
0.29-0.36 1.97 ± 0.45 ± 0.33 1.63 ± 0.36 ± 0.38 2.41 ± 0.61 ± 0.30
0.36-0.43 1.50 ± 0.41 ± 0.39 2.21 ± 0.52 ± 0.37 2.31 ± 0.61 ± 0.21
0.43-0.50 0.46 ± 0.15 ± 0.10 0.98 ± 0.29 ± 0.16 1.46 ± 0.45 ± 0.34
0.50-0.57 1.06 ± 0.34 ± 0.21 1.15 ± 0.41 ± 0.32 1.08 ± 0.36 ± 0.26
0.57-0.64 0.58 ± 0.23 ± 0.16 0.82 ± 0.31 ± 0.24 1.12 ± 0.39 ± 0.17
0.64-0.71 0.25 ± 0.14 ± 0.18 0.50 ± 0.22 ± 0.21 1.14 ± 0.41 ± 0.32
0.71-0.78 0.52 ± 0.24 ± 0.17 0.38 ± 0.20 ± 0.16 0.58 ± 0.24 ± 0.27
0.78-0.85 0.44 ± 0.24 ± 0.09 0.60 ± 0.28 ± 0.17 0.62 ± 0.30 ± 0.23
0.85-1.00 0.00 ± 0.01 ± 0.02 0.10 ± 0.09 ± 0.05 0.18 ± 0.11 ± 0.08

Table 5.9: Hadron level distributions of C-parameter.
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yD
23 1/σ · dσ/dyD

23

78.1GeV 71.8GeV 65.1GeV
0.0003-0.0008 139.41 ± 25.55 ± 40.33 66.90 ± 19.11 ± 29.89 90.60 ± 28.11 ± 22.13
0.0008-0.0013 166.68 ± 25.54 ± 15.53 145.55 ± 29.54 ± 24.01 111.20 ± 26.76 ± 52.68
0.0013-0.0023 160.49 ± 18.19 ± 13.25 143.25 ± 22.32 ± 21.03 148.66 ± 25.06 ± 18.60
0.0023-0.0040 104.37 ± 11.64 ± 13.39 80.24 ± 11.73 ± 16.64 87.32 ± 14.48 ± 14.45
0.0040-0.0070 35.86 ± 4.72 ± 3.41 51.59 ± 7.53 ± 6.38 44.85 ± 7.59 ± 5.63
0.0070-0.0120 19.25 ± 2.61 ± 1.22 23.25 ± 3.81 ± 3.29 19.19 ± 3.80 ± 3.65
0.0120-0.0192 7.32 ± 1.34 ± 2.59 10.49 ± 2.08 ± 1.27 15.71 ± 3.61 ± 4.37
0.0192-0.0307 6.41 ± 1.15 ± 0.85 5.24 ± 1.22 ± 1.27 8.18 ± 2.01 ± 0.98
0.0307-0.0491 4.58 ± 0.85 ± 1.19 4.19 ± 0.97 ± 1.00 2.27 ± 0.65 ± 0.33
0.0491-0.0786 1.57 ± 0.33 ± 0.71 1.58 ± 0.40 ± 0.45 1.48 ± 0.46 ± 0.42
0.0786-0.1258 0.44 ± 0.12 ± 0.08 0.74 ± 0.23 ± 0.19 0.87 ± 0.33 ± 0.20
0.1258-0.2013 0.24 ± 0.09 ± 0.15 0.38 ± 0.14 ± 0.09 0.23 ± 0.10 ± 0.11
0.2013-0.3222 0.07 ± 0.04 ± 0.03 0.13 ± 0.09 ± 0.05 0.16 ± 0.12 ± 0.27

yD
23 1/σ · dσ/dyD

23

57.6GeV 49.0GeV 38.5GeV
0.0003-0.0008 48.88 ± 24.65 ± 26.54 34.31 ± 20.70 ± 11.68 -0.80 ± 6.97 ± 13.67
0.0008-0.0013 117.96 ± 37.75 ± 33.59 59.79 ± 25.69 ± 22.75 53.00 ± 35.66 ± 30.84
0.0013-0.0023 125.44 ± 27.96 ± 37.22 81.29 ± 21.43 ± 15.40 44.72 ± 16.52 ± 20.11
0.0023-0.0040 83.22 ± 15.33 ± 12.82 67.77 ± 14.20 ± 7.04 52.64 ± 13.49 ± 12.35
0.0040-0.0070 50.60 ± 9.81 ± 13.26 67.76 ± 12.57 ± 2.94 65.64 ± 13.34 ± 8.20
0.0070-0.0120 23.06 ± 4.66 ± 4.19 34.63 ± 7.60 ± 6.89 43.63 ± 8.96 ± 5.01
0.0120-0.0192 12.83 ± 3.41 ± 3.01 16.66 ± 4.46 ± 4.12 17.44 ± 4.20 ± 3.69
0.0192-0.0307 6.98 ± 1.96 ± 0.79 7.34 ± 2.15 ± 1.49 8.52 ± 2.29 ± 2.38
0.0307-0.0491 4.82 ± 1.39 ± 0.44 2.36 ± 0.73 ± 0.60 2.96 ± 1.03 ± 0.46
0.0491-0.0786 1.57 ± 0.55 ± 0.39 1.68 ± 0.55 ± 0.34 2.18 ± 0.73 ± 0.40
0.0786-0.1258 1.06 ± 0.41 ± 0.42 0.84 ± 0.33 ± 0.28 1.11 ± 0.45 ± 0.72
0.1258-0.2013 0.19 ± 0.11 ± 0.13 0.32 ± 0.16 ± 0.26 0.28 ± 0.15 ± 0.07
0.2013-0.3222 0.06 ± 0.05 ± 0.08 0.15 ± 0.12 ± 0.07 0.05 ± 0.08 ± 0.11

yD
23 1/σ · dσ/dyD

23

24.4GeV
0.0013-0.0023 38.21 ± 23.68 ± 14.45
0.0023-0.0040 48.13 ± 16.78 ± 7.33
0.0040-0.0070 32.68 ± 9.85 ± 9.56
0.0070-0.0120 53.22 ± 12.55 ± 10.79
0.0120-0.0192 16.12 ± 4.61 ± 7.17
0.0192-0.0307 10.19 ± 2.68 ± 2.19
0.0307-0.0491 6.19 ± 1.78 ± 1.99
0.0491-0.0786 1.94 ± 0.78 ± 1.16
0.0786-0.1258 0.91 ± 0.37 ± 0.44
0.1258-0.2013 0.66 ± 0.40 ± 0.31
0.2013-0.3222 0.15 ± 0.13 ± 0.11

Table 5.10: Hadron level distributions of yD
23.
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5.3 Measurement of αs from Event Shape Distribu-

tions

The measurement of αs is performed by fitting perturbative QCD predictions to the event
shape distributions corrected to the hadron level for (1− T ), MH [35], BT and BW [36].
The O(α2

s) and NLLA calculations are combined with the ln(R) matching scheme.
The effects of hadronization on event shapes must be taken into account in order to

perform fitting at the hadron level (hadronization correction). Preserving the normaliza-
tion in the hadronization correction is not trivial for low

√
s′ samples because of the large

hadronization correction. The hadronization correction is applied to the cumulative theo-
retical calculation to conserve normalization as in our previous analysis at center-of-mass
energies of 130 GeV and 136 GeV and above [32, 33, 54]. The event shape distributions
from the QCD calculation are obtained from the cumulative theoretical calculation mul-
tiplied by a correction factor RHad = Hi/Pi, where Pi represents the value of the i’th bin
of the cumulative event shape distribution calculated by Monte Carlo simulation without
hadronization. JETSET, HERWIG and ARIADNE are used for this hadronization correction
and JETSET is chosen for the central results. For example, the hadronization correction
factors by JETSET for differential distributions are shown in Figure 5.14.

The number of events in each bin inside the fitting region is too small to assume that
their statistical error is Gaussian. Therefore, the binned maximum likelihood with αs(Q)
treated as a free parameter is employed for the fitting. The likelihood is defined by

lnL =

nb∑
i=1

(
di

Ri

+ bi

)
ln

(
fi

Ri

+ bi

)
−

(
fi

Ri

+ bi

)
,

where bi is the i’th bin content of the background distribution with nb bins, di and fi are
the hadron level distributions obtained from data and theoretical distribution. Ri is the
detector correction factor including the change of the bin content in the normalization.

The statistical uncertainty is estimated from fit results derived from 100 Monte Carlo
subsamples with the same number of events as selected data events. Since there are
not enough simulated events to make subsamples, Monte Carlo distributions without the
detector simulation are used for the purpose. The shortcoming of this method is that the
statistical fluctuation coming from the background events is not included. The statistical
fluctuation is assumed to be equivalent to the difference of error of each bin between
the detector level and hadron level of data. The error of each bin is scaled according
to the difference and the fluctuation is added to the bin content of all subsamples. The
impact of the modification to the fitting result is small because bins where the background
subtraction and the detector correction are large are excluded from the fitting region as
following comments.

The background subtraction, the detector correction and the hadronization corrections
are required to be small and uniform in the fitting region. It restricted the fit to regions
well described by the perturbative QCD calculation. The size of the each correction is
required to be less than 50% in the fitting range. The size of background subtraction
and detector correction is small and flat over all region. The range is mainly restricted
by the hadronization correction. For

√
s′ = 25GeV sample, the size of the hadronization

correction is larger in the whole region than that for other
√

s′ samples. It is obvious for
C-parameter. Then the fitting ranges for

√
s′ = 25GeV is arbitrarily set to wider regions
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√
s′[GeV] (1− T ) MH BT BW C yD

23

78.1 0.05 - 0.33 0.19 - 0.59 0.09 - 0.38 0.05 - 0.30 0.19 - 0.79 0.0030 - 0.0900
71.8 0.05 - 0.33 0.20 - 0.63 0.10 - 0.39 0.06 - 0.28 0.20 - 0.79 0.0030 - 0.0900
65.1 0.05 - 0.33 0.21 - 0.57 0.11 - 0.38 0.06 - 0.29 0.23 - 0.79 0.0030 - 0.0900
57.6 0.06 - 0.33 0.22 - 0.63 0.12 - 0.37 0.06 - 0.27 0.25 - 0.79 0.0030 - 0.0900
49.0 0.08 - 0.33 0.24 - 0.62 0.14 - 0.39 0.07 - 0.26 0.31 - 0.79 0.0040 - 0.1000
38.5 0.10 - 0.32 0.27 - 0.57 0.17 - 0.40 0.08 - 0.25 0.41 - 0.78 0.0100 - 0.1500
24.4 0.18 - 0.30 0.34 - 0.54 0.28 - 0.39 0.12 - 0.23 0.45 - 0.80 0.0100 - 0.1500

Table 5.11: Region used in fitting.

than that restricted by the correction size. The systematic uncertainty on the choice of
the fitting range is included.

The QCD predictions at
√

s′ = 78GeV fitted to data after applying the hadronization
correction are shown in Figure 5.15. The vertical lines show the fitting region. The lower
part of the figure shows the deviation of bin contents in data from the fitted theoretical
predictions in standard deviations. The solid line and the dashed line in this part show
deviations of ±2σ and ±1σ. Although some data points have a large deviation, most data
points are inside the range of ±2σ.
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Figure 5.14: The hadronization correction factor for the differential distribution , rHad.
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Figure 5.15: The theoretical predictions which are convolved with the hadronization cor-
rection and fitted to the hadron level distribution of data.
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5.4 Systematic Uncertainties

5.4.1 Experimental Uncertainties

The experimental uncertainty is estimated by adding in quadrature the following contri-
butions.

Track and Cluster Selection As described in Section 5.2.1, the part of the cluster
energy doubly counted by track momentum matched to the cluster is subtracted by the
method described in [138, 139]. As an extreme case, the analysis using the event shape
variables which are calculated without using the subtraction is performed. The difference
between the standard result and the result when all clusters and tracks are used is assigned
as the experimental systematic uncertainties.

Event Selection The deviation between the standard value and the value obtained by
repeating the analysis with tighter selection criteria to eliminate background more securely
are studied. Among deviations for selection variables, the largest deviations are assigned
as systematic uncertainties. The thrust axis is required to lie in the range | cos θT | < 0.7
or the isolation angle from any jet is required to be larger than 35◦.

The largest deviation between the standard value and the value obtained by repeating
the analysis with the background fractions estimated from the rate of isolated charged
hadrons described in Section 5.2 is assigned to experimental systematic uncertainties.

ECAL Resolution in C Variable Calculation Difference obtained when using the
intrinsic single block energy resolution to calculate the C variable. The effect of material
in front of the electromagnetic calorimeter is not included in the resolution. The cluster
energy resolution measured by using radiative lepton pair events is (1.5± 0.3)%⊕ (16.0±
0.3)%/

√
E. Although this includes the effect of material, it is the energy resolution for

the cluster, not for a calorimeter block.
The χ2 distribution obtained in cluster shape fitting of single photon is compared

with the expected χ2 distribution. The distribution is compared for every number of
calorimeter blocks , Nbl, used in cluster shape fitting. The degree of freedom used in the
calculation of χ2 is set to (Nbl − 1). The single photon sample is obtained from radiative
muon pair events. The χ2 distributions for typical numbers of calorimeter blocks are
shown in Figure 5.16. They show that the intrinsic resolution is preferable to the cluster
energy resolution. But χ2 is larger than the expected χ2 distribution for the corresponding
degrees of freedom.

Calculated χ2 distribution is fitted to χ2 obtained in cluster shape fitting with varied
resolution, σ/E = A + B/

√
E. A normalization factor of the calculated distribution is

treated as a free parameter in the fitting. 11 values of parameter A are chosen between 0.2
and 1.5. 21 values of parameter B are chosen between 4.0 and 11.0. optimal values of the
parameter B for each A is set to minimize χ2 of fitting of χ2 distributions. The optimal
values are shown in Figure 5.17. Since Parameter A doesn’t change χ2 distribution so
much in the region of A = 0.2 ∼ 1.5, Optimal values are not calculated. The figure
shows that the optimal value of parameter B is depend on the number of calorimeter
blocks. Since number of blocks produced by a single photon is from four to nine, the
difference between the results using the intrinsic single block energy resolution and block
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energy resolution resolution with parameter B changed from 6.0 to 8.0 is assigned as a
systematic uncertainty.
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Figure 5.16: Chi-square distribution of cluster shape fit with three sets of ECAL resolution
parameters. The solid line shows chi-square for degrees of freedom of Nbl − 1.

Choice of Fitting Region Although the fitting region is set according to the size of
correction to event shape variable, the threshold value on the size is arbitrary. Besides it,
the fitting region is set nearly arbitrarily to perform a fitting with enough bins. Therefore,
the stability of fit results against the variation of the fitting range is studied. Figure 5.18
shows the deviation of αs, ∆αs in fittings with the varied region from that in fitting with
the standard fitting region in Monte Carlo subsamples. The subsamples are same set as
that used in the evaluation of statistical uncertainty. The upper and lower limit of the
region are shifted independently by ±1. The dots and the error bar shows the mean value
and RMS of ∆αs.

It is found that there are no samples with a large deviation in the mean value of ∆αs.
The largest error on the mean of ∆αs in four cases of the fitting region is assigned as a
systematic uncertainty.
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√

E and
chi-square when chi-square distribution of the cluster shape fit is fitted to the chi-square
distribution for degrees of freedom of Nbl − 1.
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Figure 5.19: αs and chi-square in fittings of event shape variables with varied xµ

5.4.2 Hadronization Uncertainties

The uncertainty in the hadronization correction is defined by adding the following in
quadrature:

• the largest of the changes in αs observed when varying the hadronization parameters
b and σQ by ±1 standard deviation about their tuned values in JETSET;

• the change observed when the parton virtuality cut-off parameter is altered from
Q0 = 1.9 GeV to Q0 = 4 GeV in JETSET;

• the change observed when only the light quarks u, d, s and c are considered at the
parton level in order to estimate potential quark mass effects;

• both differences with respect to the standard result when HERWIG or ARIADNE are
used for the hadronization correction, rather than JETSET .

5.4.3 Theoretical Uncertainties

Renormalization Scale The renormalization scale parameter xµ ≡ µ/Q is fixed to 1,
where µ is the energy scale at which the theory is renormalized and Q is the energy scale
of the reaction. Although the uncertainty on the choice of the value of xµ gives a large
contribution to the systematic uncertainty, the means of quantifying this uncertainty is
essentially arbitrary. The scale uncertainty is defined as the variation of αs when xµ is
changed from 1 to 0.5 and 2.0. As shown in Figure 5.19, the αs monotonically increases
for larger xµ for all event shape variables except yD

23. In the case of yD
23, the minimum

value of αs is between 0.5 and 1.0. χ2 is increasing for larger xµ in case of MH and BW .
It is flat for other variables. These situation is same for other energy samples.
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Matching Scheme The O(α2
s) and NLLA calculations are combined with the ln(R)

matching scheme. The same matching scheme is used in analyses with non-radiative
events. This allows a straightforward comparison with their results. The expected varia-
tion in αs(

√
s′) due to using different matching schemes is much smaller than the renormal-

ization scale uncertainty [53], and is not included as an additional theoretical systematic
uncertainty.

5.5 Result of Analysis with Radiative Multi-Hadronic

Events at LEP1

The fitted values of αs and their errors for each event shape variable are shown in Ta-
bles 5.12 and Table 5.13. Uncertainties coming from tighter selection on | cos θT | dom-
inantly contribute to the experimental systematic uncertainty. The main contributions
to the hadronization uncertainties are due to the choice of the hadronization models, in
particular, originating in the difference of hadronization corrections between HERWIG and
JETSET. Since a large difference between JETSET and HERWIG in hadron level distribution
is seen in Figure 5.13, this result is natural. The experimental uncertainty, the hadroniza-
tion uncertainty and the theoretical uncertainty are comparable in the low and modest√

s′ sample.
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Chapter 6

Analysis of Multi-hadronic Events at
LEP2

The strong coupling constant at the highest energy e+e− reactions is obtained by using
multi-hadronic events in LEP2 data. The values have an important role as lever arm for
the accurate measurement on Z0 pole to know energy scale dependence. In addition to
processes at LEP1, four fermion processes including pair production processes W+W−

and Z0Z0 are opened up at LEP2 (Figure 6.1). Although these four fermion processes are
very important to obtain the W mass, width and couplings as key parameters of stan-
dard model, they can be dominant backgrounds to measurements of the strong coupling
constant with multi-hadronic events. The measurement of αs with data taken in 1998,
1999 and 2000 is explained in this chapter.

6.1 Data and Monte Carlo

The data set that is used in this analysis is divided into six samples at
√

s ≈ 189, 192,
196, 200, 202 and 206 GeV. Data samples are referred to by these center of mass energies.
The integrated luminosity and luminosity averaged center of mass energy are listed in
Table 6.1. The luminosity is obtained from measurement of small angle Bhabha scattering
cross-section by a Silicon-Tungsten electromagnetic calorimeter.

Monte Carlo event samples are generated at each center of mass energy including
a full simulation of the OPAL detector. Events for multi-hadronic events (refer to
e+e− → (Z0/γ)∗ → qq̄) were generated by KK2f v4 [150] and PYTHIA 6.125 [151]. Photon
radiation is calculated in QED up to second order, including all interference effects in
KK2f. Electroweak corrections are included in first order with higher order extensions.
Hadronization and fragmentation of final quarks and gluons are done by JETSET. 4-
fermion events (e+e− →4-fermion) are generated by grc4f v2.1 [152]. They include all
four-fermion final states through all possible electroweak four-fermion processes. Parton
shower, fragmentation and decay are treated by JETSET 7.4. PYTHIA, HERWIG and PHOJET

are used to generate hadronic two-photon process. Events of the process e+e− → ττ are
generated by using KORALZ. Monte Carlo event generators used for hadronization correc-
tion are JETSET, HERWIG and ARIADNE. The parameters of these generators are same as
for the analysis of radiative multi-hadronic events with LEP1 data.

77
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Figure 6.1: Cross-sections for some typical standard model process
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189GeV 192GeV 196GeV 200GeV 202GeV 206GeV∫ Ldt [pb−1] 182.09 29.16 72.60 75.18 38.37 220.85
〈Ebeam〉 [GeV] 94.3 95.8 97.8 99.8 100.8 103.0

Table 6.1: The luminosity and luminosity weighted mean beam energy are given for data
samples at 189, 192, 196, 200, 202 and 206GeV.

6.2 Event Selection

The event selection of non-radiative multi-hadronic events consists of standard hadronic
event selection, preselection, ISR event rejection and four-fermion events rejection. They
are explained in the following sections.

6.2.1 Hadronic Event Selection

Hadronic events are selected by similar selection criteria to the criteria at LEP 1. The
requirement on the balance of total energy in the direction of beam pipe axis, Ebal, is
loosened to avoid losing hadronic events with initial state radiation which increases at
LEP2 beam energy. Events are selected if they satisfy all of

Rvis = 0.14, (6.1)

|Rbal| ≤ 0.75, (6.2)

Nshw ≥ 7 good clusters, (6.3)

Nchg ≥ 5 good tracks, (6.4)

where definitions of variables, a good cluster and a good track are the same as the LEP1
analysis described in Section 5.2.1. The efficiency of selecting non-radiative hadronic
events is essentially unchanged with respect to lower center-of-mass energies and is ap-
proximately 98% [53].

6.2.2 Preselection

τ decays into one or three charged particles with branching ratio 99.8%. As shown in
Figure 6.2 (a), the number of tracks for background coming from e+e− → τ+τ− events
is smaller than six or seven. The number of tracks for γγ → qq̄ events is smaller than
e+e− → qq̄ events because the energy of reaction is reduced. To reject the background
from these source, at least seven good tracks are required. The cosine of the polar angle
of the thrust axis, | cos θT |, is required to be smaller than 0.9 to ensure the events are well
contained in the OPAL detector. Since hadrons in γγ → qq̄ events are boosted into the
beam pipe direction and are not be fully contained, this selection reduces the background
from such events also.

6.2.3 ISR Event Rejection

The effective center-of-mass energy
√

s′ of the observed hadronic system is determined
in order to reduce radiative hadronic events. The

√
s′ is obtained by kinematic fitting

assuming from zero to two photons. If an electromagnetic calorimeter cluster passes the
following criteria, it is identified as an isolated photon.
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Figure 6.2: (a) The number of tracks (b) The absolute value of cosine of polar angle

1. Number of electromagnetic calorimeter blocks is required to be less than 15, 25, 35
and 20 for good part of barrel (| cos θ| < 0.7), not so good part of barrel (| cos θ| >
0.7), overlap region of barrel and endcap and endcap ,respectively.

2. Number of electromagnetic calorimeter blocks with 90% of cluster energy is required
to be less than 3, 4, 5 for good part of barrel (| cos θ| < 0.7), not so good part of
barrel (| cos θ| > 0.7) and overlap or endcap region,respectively.

3. Sum of electromagnetic cluster energy in the isolation cone with angle of 0.2 radian
is required to be smaller than 1GeV.

4. Energy of associated hadron calorimeter cluster in the region | cos θ| < 0.955 is
required to be less than 4GeV.

If isolated photons are found, tracks and clusters except the photon clusters are formed
into jets using Durham algorithm with a value for the resolution parameter ycut = 0.02.
Additional photons are assumed to escape into beam pipe direction and give missing
energy to the event. Events are categorized into seven cases which are defined in Table 6.2
by number of the observed photons and the escaping photons. The kinematic fitting is
performed with jets, an observed photon and missing photons. The most likely of the seven
cases is used as the probability of the kinematic fitting. The result of the categorization
is shown in the Figure 6.3 a). Prediction of the categorization by Monte Carlo is able to
reproduce the data.

Category 1 2 3 4 5 6 7 8
Observed Photon 0 0 1 0 1 2 > 2
Escaping Photon 0 1 0 2 1 0

Table 6.2: Category of ISR event type. The event which has number of observed and
escaping photons more than two in total is categorized into Category 8.



6.2. EVENT SELECTION 81

√
s −√s′ < 10GeV is required to reject large radiative events. The

√
s′ distribution

is shown in Figure 6.3 (b). The
√

s′ distribution of simulated events with
√

s−√
s′true <

1GeV is shown shaded.
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Figure 6.3: (a) The category of ISR event type. (b) The effective center-of-mass energy
reconstructed from the kinematic fitting.

6.2.4 Four Fermion Events Rejection

qq̄qq̄ and qq̄gg Matrix Elements

A QCD event weight is employed to reject background from four-fermion processes. The
QCD event weight WQCD is defined with QCD matrix elements |M(p1, p2, p3, p4)|2 for
e+e− → qq̄qq̄ and qq̄gg processes by:

WQCD = max
{p1,p2,p3,p4}

log(|M(p1, p2, p3, p4)|2) (6.5)

while pi is the momenta of jets reconstructed by Durham algorithm. The event are
forced into four jets. Since jets originating from quarks and gluons are not distinguished,
calculations of the matrix elements are performed for all permutations of the jets. The
EVENT2 [153] program is used to calculate the matrix elements. Note that the definition
of the event weight WQCD contains kinematic information only and is independent of the
value of αs.

The WQCD distribution is shown in Figure 6.4(a). It shows that multi-hadronic events
and events from four fermion processes are separated. The events with WQCD larger than
-0.5 are selected.

qqlν Likelihood

The qqlν likelihood is used to reject four-fermion processes with leptons in the final state.
The qqlν likelihood and the qqqq likelihood described in the next section are developed for
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analyses with W pair production. To maintain a high efficiency for W+W− → qqlν events,
clear topological signatures are used instead of explicit lepton identification and lepton
isolation requirements. The detailed description of the qqlν Likelihood is in [154–156].
The likelihood is described briefly in this section.

The qqlν likelihood is composed of six selections running in parallel. These six se-
lections are optimized for the following decay chains: W → eνe,W → µνµ,W → τντ →
eνeντντ , W → τντ → µνµντντ , W → τντ → hnπ0ντ , W → τντ → 3hnπ0ντ . At first,
the tracks most consistent with each of the six decay chains are identified with variables
on the energy and momentum of the track, isolation from clusters and tracks, numbers
of hits in the hadron calorimeter and the muon chamber and so on. A single absolute
likelihood is obtained by multiplying the probabilities for each variable that the track in
question is the lepton in the decay chain. The track with the highest likelihood is taken
to be the best candidate for the decay chain.

All tracks and clusters not associated with the tracks identified as the best lepton
candidate are forced into two jets using the Durham algorithm. The jet energy/angles
are then corrected using the GCE [157] algorithm. Finally, the lepton candidate is added
back using the lepton energy Elept instead of track momenta and cluster energies identified
as the best lepton candidate.

After applying preselection cuts, a relative likelihood is calculated. The same variables
as the preselection cuts are used in the calculation. They are described in [154,155]. The
likelihood Lqq̄lν for each decay chain are calculated by multiplying the probabilities for
each variable that the events in question originated from the decay chain. The likelihood
Lqq̄ for Z0/γ events is calculated also. The relative likelihood Lqq̄lν for each decay chain
is calculated as:

Lqq̄lν =
Lqq̄lν

Lqq̄lν + f × Lqq̄

(6.6)

where the normalization factor, f , is the ratio of preselected background (only qq̄) to
signal cross-sections, both obtained from Monte Carlo. The qqlν likelihood used in this
analysis is the highest likelihood among the six relative likelihoods.

The Lqq̄lν distributions for data and Monte Carlo are shown in the Figure 6.4(b).
Almost all signal events are concentrated around Lqq̄lν = 0. Then, events with Lqq̄lν

larger than 0.5 are rejected.

qqqq Likelihood

To reject background coming from e+e− → qq̄qq̄ processes further, the qqqq likelihood is
used. The qqqq likelihood is obtained from following four variables.

1. log10(W420), the tree level QCD matrix element squared for 4-jet configuration. It
is numerically obtained by EVENT2 [153], using the matrix elements calculated by
R.K.Ellis, D.A.Ross and A.E.Terrano [158].

2. log10(Wexe), the matrix element computed by EXCALIBUR [159] for the CC03 process
WW → qq̄qq̄. Calculation of the matrix element is performed for all jet pairings.
The largest value of the matrix elements is used in likelihood.

3. log10(y45), the value of the jet resolution parameter at which the event is reclassified
from a four jet to a five jet event by the Durham algorithm.
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Figure 6.4: (a) qq̄qq̄ and qq̄gg Matrix Elements (b)qqlν Likelihood

4. Sphericity of the event, S = 3/2 min(
∑

~pi
2/

∑
~p2) , where

∑
~pi

2 the sum of the
transverse momentum orthogonal to the beam direction. Two jet events consistent
with Z0 → qq̄ topology tend to peak at low values of sphericity.

The likelihood value is calculated using the projection and correlation approximation
[140]. The correlation between the four variables is taken into account by the method. The
detailed documentation of qqqq likelihood is described in [154,155]. The qqqq likelihood
distributions for data and simulated data are shown in Figure 6.5. It is required to be
smaller than 0.25.
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Figure 6.5: qqqq likelihood distri-
bution.
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6.2.5 Summary of Event Selection

A summary of the event selection processes is given in Table 6.3. The fractions of each
physics process are estimated from Monte Carlo study. Estimated number of selected
events agree with the measured number of events within the statistical error for all center-
of-mass energies. After all selections, 94% of data events come from e+e− → qq̄ process.
According to the definition of radiative events given in Section 6.2.3, radiative e+e− →
qq̄ process is the dominant background and 25% of data events. Four-fermion process
background is effectively reduced by selections using qq̄qq̄ and qq̄gg matrix elements and
qqqq likelihood. The contamination is only about 5%. Background events coming from
e+e− → ττ process and two-photon process (γγ → qq̄) are 0.2% and less than 6.5×10−3%,
respectively. The two processes have negligible effect for further analysis.
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6.3 Measurement of αs from Event Shape distribu-

tions

Since the procedures after correcting data distributions to hadron level are similar to
analysis with radiative hadronic events at LEP1, they are briefly explained here.

Event shape variables of selected data events are corrected to “hadron level” by same
method described in Section 5.2.5. For example, hadron level distributions for 189GeV
are shown in Figure 6.7. The internal error bar shows the statistical error and the outer
error bar shows a sum of the statistical error and the experimental and hadronization
uncertainties. All predictions of JETSET, HERWIG and ARIADNE are show very good agree-
ment with the corrected distributions. The bin contents and their errors are shown in
Table 6.5, Table 6.6, Table 6.7, Table 6.8, Table 6.9 and Table 6.10.

After correcting the distribution of data to hadron level, fitting perturbative QCD
prediction is fittied to the distribution. In setting upper and lower bounds for the fit-
ting, a maximum size of background subtraction, detector correction and hadronization
correction are around 10%. In contrast to the analysis with radiative hadronic events at
LEP1, these correction factors don’t have large difference between different energy sam-
ples (Figure 6.6). Therefore, a common fitting range for all energy samples is used in the
LEP2 analysis. The fitting ranges are shown in Table 6.4.
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Figure 6.6: The hadronization correction factor for the differential distribution , rHad.
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(1− T ) MH BT BW C yD
23

Lower Limit 0.05 0.17 0.05 0.075 0.20 0.003
Upper Limit 0.30 0.45 0.20 0.250 0.60 0.080

Table 6.4: The lower and upper limit of the fitting range.

The fitting procedure is almost same as the analysis of LEP1 data (Section 5.2.5). The
O(α2

s) and NLLA calculations are combined with the ln(R) matching scheme. The effects
of hadronization on event shapes must be taken into account in order to perform fitting
at the hadron level (hadronization correction). The hadronization correction is applied
to the cumulative theoretical calculation. Since each bin of a event shape distribution in
the analysis of LEP2 data has enough number of events to assume its error as Gaussian
error, usual χ2 method is used.

For example, the fitted theoretical distribution is displayed with the hadron level dis-
tribution at 189GeV in Figure 6.8. The vertical lines show the fitting region. The lower
part of the figure shows the deviation of bin contents in data from fitted theoretical predic-
tion in standard deviations. Fitted theoretical distributions agree with data distributions
in a sufficiently wider range than the fitting range. Therefore, it seems that αs obtained
by the fitting doesn’t strongly depend on the fitting range.

6.4 Systematic Uncertainties

The hadronization and theoretical uncertainties are estimated by the same procedure as
the analysis with radiative multi-hadronic events at LEP1 described in Section 5.4. Since
there are different source for the experimental systematic uncertainties, they are described
in this section.

The experimental uncertainty is estimated by adding in quadrature the following con-
tributions.

Track and Cluster Selection As described in Section 5.2.1, a part of cluster energy
doubly counted by track momentum matched to the cluster is subtracted by the method
described in [138, 139]. In order to treat any inconsistencies caused by the difference of
response of the tracking or the calorimeter, three differences are formed for the standard
result, the result when all clusters and tracks are used, the result obtained using only
tracks. The largest difference is assigned as the experimental systematic uncertainty.

Event Selection The inhomogeneity of the response of the detector in the endcap
region was allowed for by restricting the analysis to the barrel region of the detector,
requiring the thrust axis of accepted events to lie within the range | cos θT | < 0.7. The
corresponding systematic error is the deviation of the results from those of the standard
analysis.

The uncertainties associated with the subtraction of four-fermion background is stud-
ied by varying the position of cut values on WQCD,ln Lqqlν and ln Lqqqqν . which are changed
to 0.0 and -0.5, 0.25 and 0.75, 0.10 and 0.40, respectively.
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Estimation of Effective Center-of-Mass Energy Uncertainties arising from the
non-radiative events are estimated by repeating the analysis using a different technique
to determine the value of

√
s′. This technique differs from the standard

√
s′ algorithm

in that in this case the kinematic fit assumes always one unobserved photon close to the
beam direction for each event. The difference relative to the standard result is taken as
the systematic error.

The selection efficiency and purity are evaluated using Monte Carlo simulation by
KK2f. It contains QED exponentiated matrix elements for the initial state radiation up
to O(α3). Since similar results are obtained from the simulation by PYTHIA, no additional
systematic uncertainty is assigned.

6.5 Result of Analysis with Multi-Hadronic Events

at LEP2

All results of fitting are listed in Table 6.11, Table 6.12 and Table 6.13. The total
hadronization uncertainty is about 0.001. Almost all hadronization uncertainty comes
from hadronization model uncertainties. Scale uncertainty is 0.005 ∼ 0.006 at all center-
of-mass energies. It is the largest systematic error for the sample at ECM = 189GeV.
Total experimental uncertainty is 0.002 ∼ 0.020 and seems to correlate with the statisti-
cal uncertainty. The total experimental uncertainty is the largest largest systematic error
for samples at all center-of-mass energies except 189GeV. Although the experimental
uncertainties have large statistical fluctuations in the case of samples with small numbers
of events, the uncertainties on qqqq likelihood, track selection and | cos θT | cut.
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(1− T ) 1/σ · dσ/d(1− T )
189.0GeV 192.0GeV 196.0GeV 200.0GeV 202.0GeV 205.0GeV

0.00-0.01 8.89 ± 0.85 ± 0.79 10.15 ± 2.05 ± 2.23 8.19 ± 1.35 ± 0.94 9.36 ± 1.49 ± 1.20 11.66 ± 2.32 ± 3.05 11.37 ± 1.04 ± 0.83
0.01-0.02 21.99 ± 1.34 ± 0.98 23.34 ± 3.08 ± 3.10 22.88 ± 2.16 ± 1.44 22.72 ± 2.27 ± 0.95 20.71 ± 3.21 ± 2.12 23.78 ± 1.50 ± 1.29
0.02-0.03 15.68 ± 1.09 ± 0.96 13.09 ± 2.32 ± 3.06 15.18 ± 1.70 ± 1.43 13.91 ± 1.76 ± 0.79 16.52 ± 2.69 ± 3.32 15.86 ± 1.21 ± 2.90
0.03-0.04 9.85 ± 0.88 ± 0.59 10.05 ± 2.01 ± 2.78 10.28 ± 1.41 ± 2.22 7.94 ± 1.42 ± 2.20 6.50 ± 1.97 ± 0.77 9.85 ± 0.97 ± 1.38
0.04-0.05 7.15 ± 0.77 ± 0.70 7.52 ± 1.79 ± 1.53 6.93 ± 1.22 ± 1.94 8.37 ± 1.35 ± 2.28 5.67 ± 1.76 ± 2.34 7.33 ± 0.84 ± 1.33
0.05-0.07 5.32 ± 0.48 ± 0.27 5.25 ± 1.08 ± 0.98 4.99 ± 0.75 ± 2.07 4.24 ± 0.74 ± 0.61 4.89 ± 1.12 ± 1.22 5.60 ± 0.54 ± 0.32
0.07-0.09 2.85 ± 0.39 ± 0.33 3.21 ± 0.91 ± 0.75 2.20 ± 0.56 ± 1.59 2.59 ± 0.66 ± 1.81 2.87 ± 0.98 ± 1.86 2.86 ± 0.41 ± 0.50
0.09-0.12 2.43 ± 0.28 ± 0.36 2.11 ± 0.60 ± 0.53 2.43 ± 0.46 ± 0.22 2.25 ± 0.47 ± 0.73 2.74 ± 0.73 ± 0.84 2.25 ± 0.32 ± 0.37
0.12-0.15 1.45 ± 0.25 ± 0.32 1.41 ± 0.58 ± 0.21 1.39 ± 0.41 ± 0.31 1.11 ± 0.41 ± 1.18 1.66 ± 0.65 ± 0.78 1.24 ± 0.29 ± 0.44
0.15-0.22 0.66 ± 0.16 ± 0.36 0.72 ± 0.36 ± 0.41 0.73 ± 0.28 ± 0.37 1.20 ± 0.35 ± 0.68 1.03 ± 0.50 ± 0.38 0.64 ± 0.22 ± 0.32
0.22-0.30 0.56 ± 0.20 ± 0.34 0.33 ± 0.47 ± 0.81 0.79 ± 0.35 ± 0.90 0.52 ± 0.35 ± 0.48 0.60 ± 0.53 ± 0.94 0.10 ± 0.24 ± 0.26
0.30-0.38 -0.08 ± 0.10 ± 0.14 0.08 ± 0.39 ± 0.56 -0.09 ± 0.28 ± 0.64 0.18 ± 0.34 ± 0.60 -0.22 ± 0.31 ± 1.12 -0.11 ± 0.08 ± 0.12

Table 6.5: Hadron level distribution for (1− T ).

MH 1/σ · dσ/dMH

189.0GeV 192.0GeV 196.0GeV 200.0GeV 202.0GeV 205.0GeV
0.00-0.06 0.05 ± 0.02 ± 0.03 0.09 ± 0.05 ± 0.04 0.04 ± 0.03 ± 0.03 0.04 ± 0.04 ± 0.05 0.09 ± 0.06 ± 0.01 0.12 ± 0.03 ± 0.04
0.06-0.07 1.75 ± 0.23 ± 0.20 1.62 ± 0.50 ± 0.54 1.63 ± 0.36 ± 0.19 1.99 ± 0.41 ± 0.19 2.18 ± 0.61 ± 1.24 2.76 ± 0.32 ± 0.88
0.07-0.09 3.90 ± 0.41 ± 0.31 4.55 ± 0.97 ± 1.43 4.30 ± 0.70 ± 1.02 5.63 ± 0.82 ± 1.73 5.94 ± 1.19 ± 2.39 4.69 ± 0.51 ± 0.90
0.09-0.11 6.31 ± 0.51 ± 0.39 7.31 ± 1.23 ± 1.09 6.57 ± 0.83 ± 1.13 6.26 ± 0.88 ± 0.37 6.04 ± 1.24 ± 0.67 6.40 ± 0.56 ± 0.59
0.11-0.14 6.45 ± 0.42 ± 0.38 4.94 ± 0.87 ± 1.34 6.16 ± 0.64 ± 1.08 5.09 ± 0.66 ± 1.18 5.00 ± 0.94 ± 0.78 5.92 ± 0.44 ± 0.45
0.14-0.17 4.76 ± 0.37 ± 0.30 4.87 ± 0.82 ± 0.76 4.58 ± 0.57 ± 1.15 5.07 ± 0.65 ± 1.27 4.70 ± 0.90 ± 0.73 4.99 ± 0.41 ± 0.46
0.17-0.20 3.52 ± 0.32 ± 0.38 4.48 ± 0.79 ± 1.09 3.19 ± 0.49 ± 0.43 3.27 ± 0.55 ± 0.42 3.39 ± 0.79 ± 0.83 3.76 ± 0.36 ± 0.22
0.20-0.25 2.40 ± 0.22 ± 0.24 1.91 ± 0.48 ± 0.53 2.17 ± 0.34 ± 0.28 2.18 ± 0.36 ± 0.54 1.24 ± 0.46 ± 1.54 2.50 ± 0.24 ± 0.27
0.25-0.30 1.48 ± 0.19 ± 0.18 1.94 ± 0.44 ± 0.30 1.62 ± 0.31 ± 0.55 1.32 ± 0.32 ± 0.64 2.37 ± 0.53 ± 0.62 1.41 ± 0.21 ± 0.28
0.30-0.35 1.38 ± 0.18 ± 0.20 0.62 ± 0.35 ± 0.54 1.15 ± 0.28 ± 0.48 1.34 ± 0.33 ± 0.25 1.62 ± 0.49 ± 0.78 1.15 ± 0.21 ± 0.27
0.35-0.45 0.58 ± 0.12 ± 0.10 0.56 ± 0.27 ± 0.33 0.69 ± 0.20 ± 0.20 0.80 ± 0.24 ± 0.25 0.64 ± 0.33 ± 0.73 0.57 ± 0.15 ± 0.19
0.45-0.60 0.15 ± 0.07 ± 0.06 0.32 ± 0.22 ± 0.46 0.29 ± 0.16 ± 0.24 0.22 ± 0.15 ± 0.14 0.22 ± 0.21 ± 0.33 0.02 ± 0.08 ± 0.11

Table 6.6: Hadron level distribution for MH .

BT 1/σ · dσ/dBT

189.0GeV 192.0GeV 196.0GeV 200.0GeV 202.0GeV 205.0GeV
0.00-0.03 1.93 ± 0.26 ± 0.09 2.61 ± 0.63 ± 0.41 1.89 ± 0.42 ± 0.66 2.27 ± 0.48 ± 0.47 2.47 ± 0.69 ± 0.58 3.27 ± 0.34 ± 0.22
0.03-0.04 10.19 ± 0.95 ± 1.16 10.31 ± 2.18 ± 4.22 10.41 ± 1.54 ± 2.66 12.00 ± 1.72 ± 2.74 11.08 ± 2.36 ± 1.53 13.12 ± 1.16 ± 1.29
0.04-0.05 12.67 ± 0.99 ± 0.50 11.62 ± 2.14 ± 1.79 11.87 ± 1.52 ± 3.25 11.65 ± 1.64 ± 2.30 9.50 ± 2.17 ± 1.07 10.10 ± 0.98 ± 1.95
0.05-0.06 9.57 ± 0.86 ± 1.00 10.72 ± 1.93 ± 1.25 12.83 ± 1.49 ± 2.43 9.42 ± 1.45 ± 1.30 9.27 ± 2.02 ± 1.82 10.20 ± 0.96 ± 1.73
0.06-0.07 8.30 ± 0.65 ± 0.91 9.02 ± 1.51 ± 1.95 7.36 ± 0.99 ± 1.08 7.58 ± 1.08 ± 1.19 8.59 ± 1.57 ± 1.71 7.95 ± 0.71 ± 0.89
0.07-0.09 6.37 ± 0.58 ± 0.50 4.63 ± 1.16 ± 2.49 5.83 ± 0.88 ± 0.90 5.89 ± 0.95 ± 1.33 4.01 ± 1.20 ± 2.04 6.69 ± 0.64 ± 1.15
0.09-0.11 4.75 ± 0.44 ± 0.28 4.42 ± 0.97 ± 1.09 4.36 ± 0.68 ± 0.37 4.81 ± 0.76 ± 0.29 5.29 ± 1.10 ± 1.56 5.29 ± 0.50 ± 0.63
0.11-0.13 3.69 ± 0.38 ± 0.74 2.90 ± 0.81 ± 1.10 2.62 ± 0.58 ± 0.45 3.06 ± 0.66 ± 0.78 2.30 ± 0.87 ± 1.55 3.49 ± 0.43 ± 0.90
0.13-0.16 2.46 ± 0.29 ± 0.27 2.65 ± 0.64 ± 0.77 2.85 ± 0.47 ± 0.28 2.08 ± 0.48 ± 1.12 2.73 ± 0.72 ± 0.90 2.63 ± 0.31 ± 0.23
0.16-0.20 1.76 ± 0.24 ± 0.19 1.39 ± 0.52 ± 0.83 1.66 ± 0.39 ± 0.33 2.16 ± 0.45 ± 0.82 2.77 ± 0.66 ± 0.61 1.58 ± 0.28 ± 0.48
0.20-0.25 0.97 ± 0.24 ± 0.28 1.38 ± 0.58 ± 0.72 0.95 ± 0.42 ± 0.52 1.44 ± 0.53 ± 0.74 0.54 ± 0.67 ± 1.13 0.79 ± 0.34 ± 0.74
0.25-0.30 0.69 ± 0.30 ± 0.45 0.56 ± 0.71 ± 1.34 1.48 ± 0.63 ± 1.31 0.48 ± 0.52 ± 1.03 1.06 ± 0.82 ± 1.38 -0.04 ± 0.37 ± 0.16
0.30-0.35 0.03 ± 0.25 ± 0.26 0.23 ± 0.66 ± 0.97 -0.37 ± 0.34 ± 0.90 -0.06 ± 0.52 ± 0.83 0.28 ± 0.89 ± 1.05 -0.15 ± 0.27 ± 0.72

Table 6.7: Hadron level distribution for BT .
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BW 1/σ · dσ/dBW

189.0GeV 192.0GeV 196.0GeV 200.0GeV 202.0GeV 205.0GeV
0.00-0.02 4.83 ± 0.49 ± 0.51 6.74 ± 1.27 ± 0.90 5.06 ± 0.81 ± 0.59 5.73 ± 0.90 ± 0.69 6.32 ± 1.32 ± 0.99 7.16 ± 0.62 ± 0.28
0.02-0.03 16.84 ± 1.14 ± 0.87 14.77 ± 2.42 ± 3.35 15.42 ± 1.71 ± 2.30 16.90 ± 1.94 ± 1.07 15.82 ± 2.69 ± 2.82 16.31 ± 1.21 ± 0.81
0.03-0.04 13.81 ± 1.00 ± 0.80 16.09 ± 2.41 ± 3.14 14.40 ± 1.62 ± 1.34 12.94 ± 1.67 ± 0.90 9.87 ± 2.20 ± 3.12 12.52 ± 1.07 ± 1.28
0.04-0.05 10.00 ± 0.89 ± 1.25 9.29 ± 1.90 ± 2.17 10.14 ± 1.42 ± 1.50 9.08 ± 1.49 ± 1.20 11.83 ± 2.28 ± 2.72 10.02 ± 0.97 ± 1.05
0.05-0.07 8.00 ± 0.65 ± 0.89 7.81 ± 1.49 ± 0.59 6.59 ± 0.97 ± 1.25 7.20 ± 1.05 ± 1.14 8.32 ± 1.56 ± 1.36 8.88 ± 0.73 ± 0.51
0.07-0.08 5.57 ± 0.57 ± 0.46 5.23 ± 1.26 ± 1.12 5.95 ± 0.90 ± 0.66 5.86 ± 0.99 ± 0.69 2.23 ± 1.15 ± 1.43 5.60 ± 0.63 ± 1.02
0.08-0.10 3.71 ± 0.42 ± 0.48 3.59 ± 0.95 ± 0.96 4.80 ± 0.76 ± 1.24 3.82 ± 0.76 ± 0.89 4.00 ± 1.10 ± 1.15 4.09 ± 0.48 ± 0.38
0.10-0.15 2.61 ± 0.25 ± 0.17 2.19 ± 0.52 ± 0.33 1.83 ± 0.36 ± 0.34 2.10 ± 0.41 ± 0.72 3.06 ± 0.64 ± 0.73 2.28 ± 0.27 ± 0.35
0.15-0.20 0.99 ± 0.21 ± 0.21 0.82 ± 0.46 ± 0.60 1.33 ± 0.37 ± 0.25 1.58 ± 0.42 ± 0.79 1.48 ± 0.58 ± 1.13 0.96 ± 0.26 ± 0.37
0.20-0.25 0.63 ± 0.23 ± 0.31 0.91 ± 0.63 ± 0.85 1.06 ± 0.48 ± 0.88 0.61 ± 0.42 ± 0.89 0.36 ± 0.57 ± 0.65 0.11 ± 0.29 ± 0.40
0.25-0.30 0.15 ± 0.11 ± 0.14 0.01 ± 0.21 ± 0.30 0.09 ± 0.19 ± 0.47 0.19 ± 0.25 ± 0.37 0.31 ± 0.40 ± 0.49 0.02 ± 0.09 ± 0.09

Table 6.8: Hadron level distribution for BW .

C 1/σ · dσ/dC
189.0GeV 192.0GeV 196.0GeV 200.0GeV 202.0GeV 205.0GeV

0.00-0.05 1.76 ± 0.18 ± 0.16 1.89 ± 0.42 ± 0.35 1.67 ± 0.28 ± 0.27 2.03 ± 0.33 ± 0.24 2.40 ± 0.49 ± 0.68 2.51 ± 0.22 ± 0.22
0.05-0.08 5.23 ± 0.38 ± 0.55 5.45 ± 0.86 ± 1.18 5.45 ± 0.60 ± 0.87 5.79 ± 0.66 ± 0.71 5.44 ± 0.91 ± 1.09 5.36 ± 0.41 ± 0.45
0.08-0.11 3.84 ± 0.31 ± 0.55 3.99 ± 0.72 ± 0.79 4.06 ± 0.50 ± 0.55 3.57 ± 0.53 ± 0.50 2.56 ± 0.68 ± 0.78 3.91 ± 0.34 ± 0.34
0.11-0.14 3.47 ± 0.30 ± 0.35 3.25 ± 0.64 ± 0.83 3.09 ± 0.44 ± 0.51 2.71 ± 0.47 ± 0.23 3.80 ± 0.72 ± 1.14 2.96 ± 0.30 ± 0.30
0.14-0.18 2.47 ± 0.22 ± 0.09 2.18 ± 0.47 ± 0.38 2.29 ± 0.34 ± 0.74 2.47 ± 0.38 ± 0.34 1.80 ± 0.49 ± 0.38 2.56 ± 0.24 ± 0.25
0.18-0.22 1.83 ± 0.19 ± 0.22 1.69 ± 0.42 ± 0.38 1.78 ± 0.30 ± 0.45 1.92 ± 0.33 ± 0.66 1.10 ± 0.41 ± 0.55 1.77 ± 0.21 ± 0.25
0.22-0.30 1.29 ± 0.12 ± 0.13 1.22 ± 0.26 ± 0.38 1.12 ± 0.18 ± 0.27 1.16 ± 0.19 ± 0.28 1.37 ± 0.29 ± 0.57 1.40 ± 0.13 ± 0.20
0.30-0.40 0.82 ± 0.09 ± 0.07 0.84 ± 0.20 ± 0.28 0.96 ± 0.15 ± 0.16 0.78 ± 0.16 ± 0.20 0.69 ± 0.22 ± 0.61 0.84 ± 0.10 ± 0.08
0.40-0.50 0.66 ± 0.08 ± 0.04 0.69 ± 0.19 ± 0.17 0.48 ± 0.13 ± 0.16 0.63 ± 0.15 ± 0.15 0.83 ± 0.22 ± 0.28 0.63 ± 0.10 ± 0.07
0.50-0.60 0.42 ± 0.08 ± 0.10 0.31 ± 0.18 ± 0.27 0.42 ± 0.14 ± 0.12 0.61 ± 0.17 ± 0.26 0.84 ± 0.26 ± 0.53 0.36 ± 0.10 ± 0.13
0.60-0.75 0.42 ± 0.10 ± 0.12 0.60 ± 0.25 ± 0.27 0.45 ± 0.17 ± 0.30 0.41 ± 0.19 ± 0.12 0.22 ± 0.25 ± 0.67 0.16 ± 0.13 ± 0.21
0.75-1.00 0.03 ± 0.06 ± 0.09 -0.00 ± 0.14 ± 0.20 0.13 ± 0.13 ± 0.26 0.02 ± 0.14 ± 0.09 0.12 ± 0.22 ± 0.58 0.07 ± 0.08 ± 0.08

Table 6.9: Hadron level distribution for C-parameter.

yD
23 1/σ · dσ/dyD

23

189.0GeV 192.0GeV 196.0GeV 200.0GeV 202.0GeV 205.0GeV
0.0003-0.0008 372.54 ± 26.72 ± 11.08 322.08 ± 59.27 ± 76.02 350.08 ± 40.78 ± 33.41 389.33 ± 46.61 ± 69.22 359.58 ± 64.48 ± 397.36 29.59 ± 44.71 ± 0.00
0.0008-0.0013 166.66 ± 15.93 ± 39.37 224.87 ± 40.90 ± 63.00 200.59 ± 26.58 ± 28.90 182.94 ± 28.20 ± 18.20 204.88 ± 41.42 ± 75.25 185.62 ± 18.25 ± 8.99
0.0013-0.0023 127.74 ± 9.97 ± 11.75 129.90 ± 22.83 ± 21.13 117.76 ± 15.27 ± 18.91 102.00 ± 15.51 ± 14.88 95.54 ± 21.64 ± 24.05 111.66 ± 10.72 ± 14.71
0.0023-0.0040 62.10 ± 5.56 ± 6.71 77.22 ± 13.93 ± 14.67 55.90 ± 8.51 ± 15.01 61.21 ± 9.27 ± 12.65 72.99 ± 13.89 ± 15.74 69.51 ± 6.39 ± 7.46
0.0040-0.0070 29.41 ± 2.96 ± 6.70 29.28 ± 7.05 ± 5.76 33.41 ± 4.81 ± 9.74 34.04 ± 5.39 ± 6.16 23.02 ± 6.95 ± 11.69 33.96 ± 3.53 ± 3.42
0.0070-0.0120 19.17 ± 1.90 ± 2.03 18.99 ± 4.35 ± 4.55 20.21 ± 3.03 ± 2.16 14.43 ± 3.03 ± 4.39 13.23 ± 4.24 ± 3.66 20.89 ± 2.16 ± 2.10
0.0120-0.0230 9.48 ± 0.93 ± 0.92 8.48 ± 2.13 ± 1.95 6.88 ± 1.38 ± 1.76 10.57 ± 1.70 ± 2.33 6.69 ± 2.17 ± 5.13 8.79 ± 1.04 ± 2.59
0.0230-0.0400 4.23 ± 0.56 ± 0.72 4.13 ± 1.26 ± 1.01 3.95 ± 0.86 ± 0.67 2.74 ± 0.86 ± 1.78 5.15 ± 1.41 ± 1.48 4.40 ± 0.63 ± 1.12
0.0400-0.0700 2.16 ± 0.31 ± 0.30 1.69 ± 0.71 ± 1.09 1.54 ± 0.47 ± 0.28 2.71 ± 0.60 ± 0.91 2.27 ± 0.81 ± 0.77 2.10 ± 0.36 ± 0.53
0.0700-0.1300 0.63 ± 0.16 ± 0.18 1.00 ± 0.42 ± 0.70 0.98 ± 0.30 ± 0.32 0.93 ± 0.32 ± 0.43 1.37 ± 0.50 ± 0.67 0.80 ± 0.23 ± 0.27
0.1300-0.2350 0.33 ± 0.12 ± 0.13 0.20 ± 0.28 ± 0.37 0.58 ± 0.22 ± 0.64 0.32 ± 0.21 ± 0.46 0.47 ± 0.33 ± 0.53 -0.00 ± 0.14 ± 0.16
0.2350-0.4000 0.06 ± 0.04 ± 0.09 -0.05 ± 0.06 ± 0.07 0.06 ± 0.09 ± 0.18 0.06 ± 0.13 ± 0.14 0.06 ± 0.19 ± 0.24 0.01 ± 0.04 ± 0.07

Table 6.10: Hadron level distribution for yD
23.
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Figure 6.8: The theoretical predictions which are convolved with the hadronization cor-
rection and fitted to the hadron level distribution of data.
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(1− T ) MH BT BW C yD
23

αs(189GeV) 0.1134 0.1058 0.1107 0.1025 0.1083 0.1154

Statistical Error ± 0.0038 ± 0.0029 ± 0.0030 ± 0.0025 ± 0.0035 ± 0.0033

Tracks + Clusters 0.0001 -0.0009 -0.0001 0.0003 0.0015 0.0004
TracksOnly 0.0006 -0.0003 -0.0018 -0.0018 -0.0008 -0.0017
|cosθT | < 0.7 -0.0000 -0.0009 0.0022 0.0005 0.0009 0.0029√

s′ -0.0010 -0.0004 0.0004 0.0002 0.0005 0.0012
ln WQCD > 0.0 -0.0000 -0.0005 -0.0006 -0.0003 -0.0005 -0.0004

ln WQCD > −0.8 0.0001 -0.0000 0.0005 0.0001 0.0003 -0.0001
ln Lqqlν > 0.25 -0.0000 -0.0002 -0.0003 -0.0003 0.0000 -0.0002
ln Lqqlν > 0.75 -0.0002 0.0002 -0.0002 0.0000 -0.0000 0.0003
ln Lqqqq > 0.10 -0.0012 -0.0003 -0.0001 -0.0001 0.0011 -0.0001
ln Lqqqq > 0.40 -0.0005 -0.0005 0.0003 -0.0002 -0.0014 -0.0005

Experimental Syst. ± 0.0017 ± 0.0015 ± 0.0030 ± 0.0022 ± 0.0030 ± 0.0038

b− 1s.d. -0.0000 -0.0001 -0.0001 -0.0001 -0.0002 0.0001
b + 1s.d. 0.0001 0.0004 0.0002 0.0001 0.0001 -0.0001

Q0 − 1s.d. 0.0001 -0.0002 0.0003 -0.0001 0.0001 -0.0003
Q0 + 1s.d. -0.0001 0.0003 -0.0002 0.0000 -0.0001 0.0002
σq − 1s.d. 0.0003 0.0001 0.0003 0.0001 0.0003 -0.0000
σq + 1s.d. -0.0002 0.0000 -0.0002 -0.0001 -0.0002 -0.0001
udsc only 0.0004 -0.0000 0.0014 0.0005 0.0006 0.0005
Herwig5.9 -0.0002 0.0006 -0.0015 0.0000 -0.0009 -0.0006

Ariadne4.08 0.0011 0.0007 0.0003 0.0008 0.0008 0.0005

Total Hadronization. ± 0.0013 ± 0.0011 ± 0.0021 ± 0.0010 ± 0.0014 ± 0.0010

xµ = 0.5 -0.0046 -0.0029 -0.0048 -0.0026 -0.0043 -0.0007
xµ = 2.0 0.0058 0.0040 0.0059 0.0036 0.0054 0.0032

Total error + 0.0072 + 0.0053 + 0.0075 + 0.0050 + 0.0072 + 0.0061
− 0.0063 − 0.0045 − 0.0067 − 0.0044 − 0.0065 − 0.0052

(1− T ) MH BT BW C yD
23

αs(192GeV) 0.1121 0.1051 0.1035 0.0966 0.1074 0.1153

Statistical Error ± 0.0087 ± 0.0076 ± 0.0076 ± 0.0058 ± 0.0091 ± 0.0087

Tracks + Clusters 0.0005 -0.0001 -0.0007 0.0006 -0.0005 0.0000
TracksOnly -0.0008 -0.0011 0.0020 0.0018 -0.0053 0.0020
|cosθT | < 0.7 -0.0034 0.0016 -0.0051 -0.0022 -0.0046 -0.0040√

s′ -0.0013 -0.0008 -0.0012 -0.0005 -0.0013 -0.0001
ln WQCD > 0.0 0.0025 -0.0003 0.0015 0.0005 0.0028 0.0016

ln WQCD > −0.8 0.0003 0.0006 0.0009 -0.0001 0.0003 0.0004
ln Lqqlν > 0.25 0.0001 0.0001 -0.0000 0.0000 -0.0001 -0.0002
ln Lqqlν > 0.75 0.0009 0.0005 0.0010 0.0006 0.0012 0.0007
ln Lqqqq > 0.10 -0.0060 -0.0052 -0.0046 -0.0032 -0.0051 -0.0008
ln Lqqqq > 0.40 0.0018 0.0023 0.0034 0.0017 0.0054 0.0021

Experimental Syst. ± 0.0077 ± 0.0056 ± 0.0077 ± 0.0044 ± 0.0094 ± 0.0052

b− 1s.d. -0.0006 -0.0004 -0.0016 -0.0007 -0.0007 -0.0009
b + 1s.d. 0.0001 0.0001 0.0002 0.0001 0.0002 -0.0003

Q0 − 1s.d. 0.0002 -0.0004 0.0003 -0.0001 0.0002 -0.0004
Q0 + 1s.d. -0.0001 0.0001 -0.0002 0.0001 -0.0001 0.0003
σq − 1s.d. -0.0002 0.0001 -0.0011 -0.0005 -0.0003 -0.0008
σq + 1s.d. -0.0003 -0.0001 -0.0002 -0.0001 -0.0001 -0.0002
udsc only 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Herwig5.9 -0.0006 0.0002 -0.0027 -0.0005 -0.0013 -0.0021

Ariadne4.08 0.0012 0.0005 0.0003 0.0008 0.0008 0.0002

Total Hadronization. ± 0.0015 ± 0.0008 ± 0.0032 ± 0.0012 ± 0.0017 ± 0.0023

xµ = 0.5 -0.0044 -0.0026 -0.0040 -0.0020 -0.0043 -0.0004
xµ = 2.0 0.0056 0.0038 0.0049 0.0029 0.0054 0.0029

Total error + 0.0130 + 0.0102 + 0.0123 + 0.0079 + 0.0143 + 0.0108
− 0.0125 − 0.0098 − 0.0120 − 0.0076 − 0.0139 − 0.0104

Table 6.11: Result of fits for
√

s =189GeV (Upper) and 192GeV (Lower)
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(1− T ) MH BT BW C yD
23

αs(196GeV) 0.1089 0.1017 0.1052 0.0997 0.1042 0.1079

Statistical Error ± 0.0064 ± 0.0046 ± 0.0054 ± 0.0043 ± 0.0059 ± 0.0057

Tracks + Clusters -0.0012 0.0002 -0.0002 0.0002 -0.0027 0.0048
TracksOnly -0.0044 -0.0004 0.0014 0.0007 -0.0003 0.0069
|cosθT | < 0.7 0.0050 0.0006 -0.0004 -0.0003 -0.0014 -0.0059√

s′ 0.0003 0.0003 -0.0008 0.0006 0.0001 0.0022
ln WQCD > 0.0 -0.0030 -0.0007 0.0000 -0.0010 -0.0014 0.0013

ln WQCD > −0.8 0.0002 -0.0001 0.0006 0.0007 0.0009 0.0000
ln Lqqlν > 0.25 -0.0000 0.0002 -0.0003 -0.0001 -0.0003 -0.0003
ln Lqqlν > 0.75 -0.0010 -0.0001 -0.0013 -0.0003 -0.0005 -0.0004
ln Lqqqq > 0.10 -0.0045 -0.0050 -0.0008 -0.0036 0.0018 -0.0011
ln Lqqqq > 0.40 -0.0026 -0.0018 -0.0016 -0.0012 -0.0008 -0.0008

Experimental Syst. ± 0.0086 ± 0.0051 ± 0.0028 ± 0.0039 ± 0.0038 ± 0.0095

b− 1s.d. 0.0003 -0.0002 0.0013 0.0005 0.0005 0.0005
b + 1s.d. 0.0003 0.0001 0.0002 0.0000 0.0002 -0.0001

Q0 − 1s.d. 0.0005 -0.0003 0.0016 0.0004 0.0007 0.0003
Q0 + 1s.d. -0.0000 0.0003 -0.0002 0.0001 -0.0001 0.0003
σq − 1s.d. 0.0003 0.0001 0.0002 0.0001 0.0004 -0.0001
σq + 1s.d. 0.0002 -0.0001 0.0011 0.0003 0.0003 0.0005
udsc only 0.0004 -0.0001 0.0014 0.0005 0.0006 0.0005
Herwig5.9 -0.0001 0.0008 -0.0015 0.0000 -0.0008 -0.0006

Ariadne4.08 0.0013 0.0007 0.0003 0.0008 0.0009 0.0006

Total Hadronization. ± 0.0015 ± 0.0011 ± 0.0029 ± 0.0011 ± 0.0016 ± 0.0011

xµ = 0.5 -0.0041 -0.0026 -0.0042 -0.0024 -0.0039 -0.0004
xµ = 2.0 0.0052 0.0036 0.0051 0.0034 0.0048 0.0024

Total error + 0.0120 + 0.0079 + 0.0085 + 0.0068 + 0.0087 + 0.0114
− 0.0116 − 0.0075 − 0.0079 − 0.0064 − 0.0082 − 0.0111

(1− T ) MH BT BW C yD
23

αs(200GeV) 0.1056 0.1019 0.1094 0.1008 0.1047 0.1136

Statistical Error ± 0.0059 ± 0.0057 ± 0.0067 ± 0.0047 ± 0.0067 ± 0.0062

Tracks + Clusters 0.0021 0.0013 -0.0026 -0.0008 0.0006 0.0015
TracksOnly 0.0106 0.0058 0.0009 0.0012 0.0054 -0.0016
|cosθT | < 0.7 0.0042 0.0039 0.0042 0.0020 0.0020 0.0023√

s′ -0.0011 -0.0002 -0.0027 -0.0011 -0.0013 0.0015
ln WQCD > 0.0 -0.0026 -0.0015 -0.0029 -0.0010 -0.0015 -0.0004

ln WQCD > −0.8 0.0019 0.0009 0.0021 0.0008 -0.0012 0.0016
ln Lqqlν > 0.25 0.0003 -0.0001 -0.0003 -0.0001 -0.0000 -0.0002
ln Lqqlν > 0.75 0.0002 0.0001 -0.0004 -0.0005 -0.0015 -0.0018
ln Lqqqq > 0.10 -0.0010 -0.0027 -0.0017 -0.0036 -0.0014 -0.0024
ln Lqqqq > 0.40 0.0008 -0.0006 0.0010 0.0000 0.0000 0.0005

Experimental Syst. ± 0.0118 ± 0.0076 ± 0.0070 ± 0.0048 ± 0.0064 ± 0.0053

b− 1s.d. -0.0001 -0.0001 -0.0001 0.0000 -0.0001 0.0001
b + 1s.d. 0.0006 0.0001 0.0015 0.0005 0.0009 0.0003

Q0 − 1s.d. 0.0003 -0.0003 0.0002 -0.0001 0.0002 -0.0000
Q0 + 1s.d. -0.0000 0.0003 -0.0001 0.0001 0.0000 0.0004
σq − 1s.d. 0.0005 -0.0000 0.0015 0.0006 0.0009 0.0005
σq + 1s.d. 0.0002 -0.0001 0.0011 0.0004 0.0004 0.0004
udsc only 0.0004 -0.0000 0.0013 0.0005 0.0006 0.0004
Herwig5.9 -0.0000 0.0008 -0.0013 0.0001 -0.0010 -0.0006

Ariadne4.08 0.0016 0.0007 0.0016 0.0013 0.0015 0.0011

Total Hadronization. ± 0.0018 ± 0.0012 ± 0.0029 ± 0.0015 ± 0.0021 ± 0.0015

xµ = 0.5 -0.0038 -0.0027 -0.0047 -0.0025 -0.0039 -0.0006
xµ = 2.0 0.0048 0.0037 0.0058 0.0035 0.0049 0.0030

Total error + 0.0141 + 0.0103 + 0.0117 + 0.0077 + 0.0107 + 0.0088
− 0.0138 − 0.0099 − 0.0112 − 0.0073 − 0.0103 − 0.0083

Table 6.12: Result of fits for
√

s =196GeV (Upper) and 200GeV (Lower)
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(1− T ) MH BT BW C yD
23

αs(202GeV) 0.1186 0.1073 0.1123 0.1036 0.1063 0.1073

Statistical Error ± 0.0088 ± 0.0079 ± 0.0070 ± 0.0063 ± 0.0093 ± 0.0088

Tracks + Clusters -0.0043 -0.0023 -0.0001 -0.0027 -0.0005 0.0013
TracksOnly -0.0047 0.0056 0.0011 0.0017 0.0045 0.0145
|cosθT | < 0.7 -0.0017 -0.0014 -0.0001 0.0022 -0.0037 -0.0018√

s′ -0.0040 -0.0040 0.0003 -0.0013 -0.0014 0.0005
ln WQCD > 0.0 -0.0035 0.0008 -0.0012 0.0008 0.0067 0.0028

ln WQCD > −0.8 0.0000 -0.0008 0.0007 -0.0007 0.0002 0.0008
ln Lqqlν > 0.25 -0.0001 0.0001 -0.0001 0.0001 -0.0005 -0.0006
ln Lqqlν > 0.75 -0.0002 -0.0002 0.0001 -0.0001 0.0001 0.0001
ln Lqqqq > 0.10 0.0048 0.0048 0.0041 0.0011 0.0165 0.0045
ln Lqqqq > 0.40 -0.0005 -0.0015 -0.0009 -0.0022 -0.0013 -0.0022

Experimental Syst. ± 0.0087 ± 0.0102 ± 0.0045 ± 0.0056 ± 0.0189 ± 0.0156

b− 1s.d. -0.0001 -0.0002 -0.0001 -0.0002 -0.0000 -0.0000
b + 1s.d. -0.0002 0.0000 -0.0009 -0.0005 -0.0003 -0.0008

Q0 − 1s.d. -0.0002 -0.0003 -0.0008 -0.0006 -0.0003 -0.0008
Q0 + 1s.d. -0.0001 0.0001 -0.0001 0.0000 -0.0000 0.0008
σq − 1s.d. -0.0001 -0.0001 -0.0008 -0.0004 -0.0003 -0.0004
σq + 1s.d. -0.0005 -0.0001 -0.0012 -0.0005 -0.0007 -0.0005
udsc only 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Herwig5.9 -0.0003 0.0008 -0.0019 -0.0004 -0.0009 -0.0019

Ariadne4.08 0.0011 0.0005 0.0004 0.0006 0.0009 0.0007

Total Hadronization. ± 0.0012 ± 0.0010 ± 0.0024 ± 0.0011 ± 0.0015 ± 0.0023

xµ = 0.5 -0.0054 -0.0034 -0.0052 -0.0030 -0.0043 -0.0004
xµ = 2.0 0.0068 0.0045 0.0063 0.0040 0.0053 0.0024

Total error + 0.0142 + 0.0137 + 0.0108 + 0.0094 + 0.0218 + 0.0182
− 0.0136 − 0.0134 − 0.0101 − 0.0090 − 0.0216 − 0.0181

(1− T ) MH BT BW C yD
23

αs(205GeV) 0.1117 0.1058 0.1143 0.1043 0.1109 0.1204

Statistical Error ± 0.0043 ± 0.0042 ± 0.0038 ± 0.0030 ± 0.0049 ± 0.0037

Tracks + Clusters -0.0009 -0.0001 -0.0013 -0.0002 0.0009 0.0009
TracksOnly 0.0006 0.0016 -0.0008 -0.0003 0.0013 0.0002
|cosθT | < 0.7 -0.0023 -0.0017 -0.0009 0.0003 -0.0037 -0.0021√

s′ -0.0013 -0.0014 -0.0012 -0.0014 -0.0013 -0.0002
ln WQCD > 0.0 0.0003 -0.0009 0.0013 -0.0006 0.0025 -0.0012

ln WQCD > −0.8 0.0001 0.0004 -0.0002 0.0002 -0.0006 0.0000
ln Lqqlν > 0.25 0.0001 -0.0001 0.0001 0.0001 0.0001 0.0001
ln Lqqlν > 0.75 -0.0003 0.0001 -0.0003 -0.0001 -0.0001 -0.0002
ln Lqqqq > 0.10 0.0009 -0.0016 0.0019 -0.0006 -0.0017 -0.0002
ln Lqqqq > 0.40 0.0001 0.0009 0.0002 0.0009 0.0014 0.0021

Experimental Syst. ± 0.0032 ± 0.0034 ± 0.0030 ± 0.0018 ± 0.0051 ± 0.0034

b− 1s.d. -0.0002 -0.0002 -0.0002 -0.0000 -0.0002 0.0002
b + 1s.d. 0.0002 0.0002 0.0002 0.0000 0.0001 -0.0000

Q0 − 1s.d. 0.0001 -0.0002 0.0002 -0.0001 0.0001 -0.0000
Q0 + 1s.d. -0.0001 0.0002 -0.0002 0.0000 -0.0002 0.0005
σq − 1s.d. 0.0002 0.0001 0.0003 0.0001 0.0001 0.0003
σq + 1s.d. -0.0003 -0.0001 -0.0002 -0.0001 -0.0003 0.0002
udsc only 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Herwig5.9 -0.0006 0.0006 -0.0026 -0.0004 -0.0013 -0.0007

Ariadne4.08 0.0013 0.0007 0.0002 0.0007 0.0007 0.0008

Total Hadronization. ± 0.0014 ± 0.0010 ± 0.0026 ± 0.0008 ± 0.0015 ± 0.0012

xµ = 0.5 -0.0044 -0.0029 -0.0052 -0.0027 -0.0047 -0.0006
xµ = 2.0 0.0055 0.0040 0.0064 0.0038 0.0059 0.0035

Total error + 0.0078 + 0.0068 + 0.0085 + 0.0052 + 0.0093 + 0.0062
− 0.0071 − 0.0062 − 0.0076 − 0.0045 − 0.0087 − 0.0052

Table 6.13: Result of fits for
√

s =202GeV (Upper) and 205GeV (Lower)
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Chapter 7

Combination of Result of LEP1 and
LEP2 Analysis

In this section, the combination of the results which are obtained in the LEP1 radiative
hadronic event analysis and LEP2 analysis are presente.

At first, the values of αs for all event shape variables are combined into one value for
each energy sample. Since theoretical calculations have not been completed yet, QCD
fits for each variable gives different estimations in principle. To get the best estimation
of αs, the results for all event shape variables are combined by the method described in
Section 7.1. The combination is shown by solid downward arrows in Figure 7.1.

The energy dependence of αs is compared with the solution of the renormalization
group equation. Fitting the solution to αs gives Λ

(5)

MS
, which is the fundamental constant

of QCD and determines the energy dependence of the evolution of αs. αs(MZ) can be

obtained from the Λ
(5)

MS
. This procedure is shown by the right arrow written in the two

dot-dashed line in Figure 7.1. This procedure is described in Section 7.2.
In order to look at the difference between event shape variables, the results from all

energy samples are combined into one value for each variable. When the results are
compared with results from other measurements, it is convenient to set the energy scale
to MZ. Therefore, the values of αs are evolved to the energy scale of MZ(the dashed
right-arrow) before the combination for the energy sample (the dotted right-arrow). This

(1-T)
MH

TB

WB

23
Dy

C

s MZ

αs

Energy Dependence Fit

Combination on Variables

Combination
         on
      Energy

Evolution

αs (M  )Z αs (M  )Z

(M  )Zαs

αs (M  )Z

αs

Figure 7.1: Procedure of the combination.
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procedure is described in Section 7.3.
Finally, the values of αs evolved to the energy scale of MZ are combined for all variables

and all energy samples. It is shown by the solid downward arrow and the dotted right-
arrow. It should produce a similar value to that by fitting of the energy dependence.

7.1 Combination for All Variables

In order to account for the correlation between errors on αs for each variable, values of αs

in fitting of the six event shape variables are combined into one value, α̂s, by minimizing

χ2 =
6∑

i=1

6∑
j=1

(α̂s − α(i)
s )(V −1)ij(α̂s − α(j)

s ) (7.1)

with respect to α̂s, where V is the covariance matrix of the six individual measurements.
The covariance matrix consists of covariance matrices for the statistical fluctuation, the
experimental and hadronization systematic uncertainty.

The minimization is straightforward and leads to the following analytical formulas for
αs:

αs =

∑
i,j(α

(i)
s + α

(j)
s )(V )ij

2
∑

i,j(Vij)
(7.2)

and its error ∆αs, where W =
∑

i,j(V
−1)i,j:

∆αs =
1

W

(∑

l,k

(∑
i

(V −1)li

)(∑
i

(
V −1

ki

)
)

Vl,k

) 1
2

(7.3)

The covariance matrix between the i’th and j’th variable for statistical fluctuations is
the expected value of (α

(i)
s −αs)(α

(j)
s −αs) for 100 Monte Carlo subsamples with the same

number of events as selected data events. For the systematic uncertainties, the covariance
matrix is obtained by

Vij =

Neffect∑
n=1

(α(i,n)
s − α(i,standard)

s )(α(j,n)
s − α(j,standard)

s ), (7.4)

where n counts the Neffect effects considered in the systematic uncertainty. α
(i,n)
s denotes

the αs values obtained from the i’th variable when considering the n’th effect. α
(i,standard)
s

denotes the value obtained from i’th variable in the standard analysis.
Since the correlation of the renormalization scale uncertainty between different vari-

ables and different energy samples is not well known, the renormalization scale uncertainty
is accounted for by repeating the standard analysis and the analyses with the modifica-
tions considered in Section 5.4, but xµ is changed to 0.5 and 2.0.

The result of the combination is shown in Table 7.1, Table 7.6, Table 7.2 and Table 7.7.
Table 7.6 and Table 7.7 show results on the αs evolved to the energy scale of MZ.

The chi-square of combination in
√

s′ = 78.1GeV of LEP1 analysis is larger relative
to the number of degrees of freedom. It is caused by missing scale uncertainty in the
chi-square calculation. When the scale uncertainty is included in the calculation, the
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chi-square reduces to 6.061. The large contributions to the chi-square without the scale
uncertainty comes from yD

23, and (1 − T ). The increasing of xµ makes the chi-square
slightly smaller.

The combined values are close to the smallest value among αs for all event shape
variables. It seems to caused by that the full correlation between event shape variables
is assumed in the definition of covariance matrix by Equation 7.4. Combined values for
all variables when each systematic effects is not considered in the combination are shown
in Figure 7.2, Figure 7.3, Figure 7.4 and Figure 7.5. “All Expt”(“All Hadr”) in the
figures means a combined value when all experimental effects (hadronization effects) are
not considered. The figures shows that the systematic uncertainty when HERWIG is used
for hadroniztion corrections make the combined values smaller. At

√
s′ =78.1GeV and

57.6GeV, the systematic uncertainty when the tighter criteria on | cos θT | is used make
the combined value smaller, also.
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√
s′ [GeV] 78.1 71.8 65.1 57.6 49.0 38.5 24.4

xµ = 1.0

αs(
√

s′) 0.1090 0.1166 0.1157 0.1211 0.1323 0.1405 0.1473
χ2/d.o.f 4.00/5 7.00/5 3.45/5 8.07/5 2.73/5 0.77/5 1.40/5
Total Error 0.0084 0.0071 0.0085 0.0114 0.0109 0.0143 0.0165
Stat. Error 0.0047 0.0048 0.0047 0.0061 0.0066 0.0081 0.0109
Expt. Error 0.0060 0.0033 0.0041 0.0073 0.0032 0.0057 0.0064
Hadr. Error 0.0035 0.0041 0.0058 0.0063 0.0080 0.0103 0.0107

xµ = 0.5

αs(
√

s′) 0.1041 0.1121 0.1118 0.1154 0.1242 0.1308 0.1365
χ2/d.o.f 5.82/5 6.00/5 4.24/5 9.69/5 3.74/5 1.60/5 1.96/5
Total Error 0.0073 0.0060 0.0075 0.0098 0.0092 0.0119 0.0131
Stat. Error 0.0041 0.0042 0.0040 0.0051 0.0057 0.0071 0.0089
Expt. Error 0.0051 0.0025 0.0036 0.0064 0.0029 0.0049 0.0051
Hadr. Error 0.0032 0.0034 0.0053 0.0054 0.0066 0.0082 0.0081

xµ = 2.0

αs(
√

s′) 0.1139 0.1214 0.1207 0.1268 0.1409 0.1506 0.1596
χ2/d.o.f 3.31/5 7.72/5 3.49/5 7.21/5 2.44/5 0.69/5 1.21/5
Total Error 0.0097 0.0085 0.0098 0.0134 0.0129 0.0171 0.0208
Stat. Error 0.0053 0.0056 0.0056 0.0074 0.0078 0.0098 0.0135
Expt. Error 0.0070 0.0043 0.0049 0.0084 0.0037 0.0068 0.0080
Hadr. Error 0.0040 0.0047 0.0065 0.0073 0.0096 0.0123 0.0137

Table 7.1: Combined values for all variables in each energy sample in LEP1 analysis.

√
s′ [GeV] 188.6 191.6 195.5 199.5 201.6 205.9

xµ = 1.0

αs(
√

s′) 0.1074 0.1028 0.1032 0.1052 0.1086 0.1095
χ2/d.o.f 11.53/5 5.37/5 2.47/5 3.19/5 1.85/5 11.87/5
Total Error 0.0024 0.0065 0.0043 0.0059 0.0065 0.0031
Stat. Error 0.0020 0.0051 0.0032 0.0039 0.0051 0.0024
Expt. Error 0.0011 0.0039 0.0026 0.0041 0.0037 0.0017
Hadr. Error 0.0009 0.0010 0.0013 0.0014 0.0016 0.0010

xµ = 0.5

αs(
√

s′) 0.1041 0.1005 0.1001 0.1025 0.1046 0.1061
χ2/d.o.f 14.37/5 6.76/5 2.80/5 4.01/5 2.10/5 16.64/5
Total Error 0.0022 0.0060 0.0039 0.0054 0.0057 0.0028
Stat. Error 0.0018 0.0046 0.0029 0.0035 0.0045 0.0021
Expt. Error 0.0009 0.0038 0.0023 0.0038 0.0032 0.0015
Hadr. Error 0.0008 0.0009 0.0012 0.0014 0.0015 0.0010

xµ = 2.0

αs(
√

s′) 0.1116 0.1059 0.1072 0.1088 0.1134 0.1138
χ2/d.o.f 11.00/5 4.69/5 2.41/5 2.85/5 1.83/5 9.90/5
Total Error 0.0027 0.0072 0.0049 0.0065 0.0074 0.0035
Stat. Error 0.0022 0.0057 0.0037 0.0044 0.0058 0.0027
Expt. Error 0.0012 0.0043 0.0029 0.0045 0.0042 0.0020
Hadr. Error 0.0010 0.0011 0.0014 0.0015 0.0018 0.0012

Table 7.2: Combined values for all variables in each energy sample in LEP2 analysis.
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7.2 Energy Dependence of αs

Values of αs for each event shape variable and for combined values of the variables (Ta-
ble 7.1 and Table 7.1) are fitted to the solution of the renormalization group equation at

NNLO described in Equation 2.26. The fundamental constant Λ
(5)

MS
is treated as a free

parameter in the fit. The covariance matrix for the different energy samples is constructed
with the following assumptions.

There is no statistical correlation between errors in the different energy samples. For
experimental uncertainty and hadronization uncertainty, the “minimum overlap” correla-
tion is assumed for errors in different energy samples. The minimum overlap assumption
means that the covariance matrix

Vij = min(σ2
i , σ

2
j ), (7.5)

is used instead of σi×σj, where σi is the error on the result from i’th energy sample. The
LEP QCD working group is using this assumption for the combination of results from all
LEP experiments. According to the report by the LEP QCD working group [160], The
reason to use the assumption is that fully-correlated errors make the result unstable.

The fitting is performed with the covariance matrix for covariance matrices for the
statistical error, the experimental uncertainty and the hadronization uncertainty. The
theoretical uncertainties of Λ

(5)

MS
are obtained by repeating the fitting with αs and the

covariance matrix for xµ = 0.5 and xµ = 2.0. The theoretical uncertainty is assigned as
an asymmetric error.

The values of Λ
(5)

MS
from fitting the energy dependence and the corresponding αs values

are shown in Table 7.3, Table 7.4 and Table 7.5, which are for the fitting with results from
only LEP1 analysis, only LEP2 analysis, and LEP1 and LEP2 analysis, respectively. (The
fitted energy dependences corresponding to each result are shown in Figure 7.7,Figure 7.9
and Figure 7.11. The fitted energy dependences for individual event shape variables are
shown in Figure 7.6, Figure 7.8 and Figure 7.10)

The value of Λ
(5)

MS
derived from the values of αs combining the event shape variables

is

Λ
(5)

MS
= 0.2242±0.031(stat. + expt. + hadr.)+0.072

−0.048(scale.) GeV (χ2/d.o.f = 8.3/12). (7.6)

This value and its total errors correspond to αs(MZ) = 0.119+0.0058
−0.0050 in NNLO. The QCD

prediction of αs with Λ
(5)

MS
obtained by the fitting is shown in Figure 7.11. The subsample

with
√

s′ = 38.5 GeV dominantly contributes to the χ2 value in these fittings. The
total errors on combined Λ

(5)

MS
in fitting for LEP1 and LEP2 analyses are slightly reduced

comparing to that in fitting only for LEP2 analysis.
The αs converted from Λ

(5)

MS
for LEP1 analysis is slightly lower than that for only LEP2

analysis or LEP1 and LEP2 analysis. The difference seems to be due to the difference
of energy dependence of BW and C between LEP1 and LEP2 analysis and the stronger
correlation between variables.
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(1− T ) MH BT BW C yD
23 Combined

Λ
(5)

MS
[GeV] 0.2785 0.2133 0.2802 0.1363 0.2362 0.3094 0.1474

Stat.+Expt.+Hadr. 0.1155 0.0895 0.1158 0.0531 0.1182 0.1742 0.0512
χ2/d.o.f 2.5/6 1.4/6 4.5/6 1.6/6 2.5/6 0.9/6 2.7/6

Total Error -0.1369 -0.1002 -0.1394 -0.0594 -0.1358 -0.1750 -0.0632
0.1639 0.1158 0.1657 0.0696 0.1562 0.1875 0.0728

αs(MZ) 0.1234 0.1184 0.1235 0.1109 0.1203 0.1255 0.1121
Total Error 0.0102 0.0087 0.0103 0.0072 0.0107 0.0106 0.0071

-0.0112 -0.0099 -0.0113 -0.0080 -0.0130 -0.0148 -0.0078

Table 7.3: Result of fitting of energy dependence for LEP1 radiative events.

(1− T ) MH BT BW C yD
23 Combined

Λ
(5)

MS
[GeV] 0.3251 0.1990 0.2862 0.1693 0.2372 0.4319 0.2309

Stat.+Expt.+Hadr. 0.0721 0.0428 0.0767 0.0350 0.0698 0.1050 0.0323
χ2/d.o.f 1.2/6 0.7/6 2.9/6 1.8/6 1.0/6 2.4/6 3.5/6

Total Error -0.1089 -0.0571 -0.1086 -0.0459 -0.0932 -0.1058 -0.0572
0.1477 0.0755 0.1435 0.0609 0.1194 0.1338 0.0791

αs(MZ) 0.1265 0.1172 0.1239 0.1144 0.1204 0.1326 0.1199
Total Error 0.0084 0.0061 0.0089 0.0055 0.0084 0.0066 0.0058

-0.0075 -0.0055 -0.0083 -0.0049 -0.0081 -0.0061 -0.0049

Table 7.4: Result of fitting of energy dependence for LEP2 data.

(1− T ) MH BT BW C yD
23 Combined

Λ
(5)

MS
[GeV] 0.3198 0.2041 0.2977 0.1672 0.2380 0.4279 0.2242

Stat.+Expt.+Hadr. 0.0678 0.0424 0.0750 0.0335 0.0644 0.1017 0.0309
χ2/d.o.f 3.8/11 2.1/11 7.7/11 3.5/11 3.7/11 3.1/11 8.3/11

Total Error -0.1056 -0.0580 -0.1092 -0.0450 -0.0897 -0.1025 -0.0569
0.1447 0.0773 0.1444 0.0606 0.1168 0.1315 0.0780

αs(MZ) 0.1262 0.1176 0.1247 0.1142 0.1204 0.1324 0.1193
Total Error 0.0083 0.0061 0.0087 0.0055 0.0082 0.0065 0.0058

-0.0074 -0.0054 -0.0081 -0.0048 -0.0078 -0.0059 -0.0050

Table 7.5: Result of fitting of energy dependence for LEP1 radiative events and LEP2
data.
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Figure 7.6: Energy dependence of αs obtained by the analysis with LEP1 radiative events.
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Figure 7.7: Energy dependence of αs obtained by the analysis with LEP1 radiative events.
The values of αs which are combined for all event shape variables are shown.
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Figure 7.8: Energy dependence of αs obtained by the analysis with LEP2 non-radiative
events.
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Figure 7.9: Energy dependence of αs obtained by the analysis with LEP2 non-radiative
events. The values of αs which are combined for all event shape variables are shown.
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Figure 7.10: Energy dependence of αs obtained by the analysis with LEP1 radiative events
and LEP2 non-radiative events.
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Figure 7.11: Energy dependence of αs obtained by the analysis with LEP1 radiative events
and LEP2 non-radiative events. The values of αs which are combined for all event shape
variables are shown.
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7.3 Combination of αs

All values of αs are propagated to the energy scale of MZ using Equation 2.20 for the
evolution of αs. The values of αs(MZ) and their statistical and systematic uncertainties
are listed in Table 7.6 and Table 7.7. The combination is carried out using the covari-
ance matrix, which is constructed from the uncertainties on the assumption described
in Section 7.2. The αs which is combined for all variables and all energy subsamples are
obtained by applying same procedures for the values of αs(MZ) combined for all variables.

The combined value, α̂s, and its error ∆α̂s is simply calculated with the weights wi

obtained by the method of least squares with the covariance matrix Vij.

α̂s =
∑

i

wiα
(i)
s , ∆α̂s =

∑
i,j

wiVijwj. (7.7)

where wi is the weight of the i’th result and is defined by

wi =

∑
j(V

−1)ij∑
kl(V

−1)kl

. (7.8)

The statistical error, the experimental and the hadronization uncertainty for the combined
value are calculated by replacing the covariance matrix which is used in the Equations 7.7
by the covariance matrix for each uncertainty.

The combined values are shown in Table 7.8, Table 7.9 and Table 7.10. Previous
results using non-radiative events and the world average value of αs from the PDG are
shown for comparison in Figure 7.12, Figure 7.13 and Figure 7.14. These other values are
consistent with each other and in good agreement with the present result. As pointed out
in the analysis with non-radiative events at LEP1 [53] and LEP2 [32,33,54], the αs value
obtained by fitting BW is lower than for the other three variables 1.

The combined value of αs(MZ) for all energy samples and all event shape variables is

αs(MZ) = 0.1193± 0.0017(stat.)+0.0055
−0.0046(syst.). (7.9)

The systematic uncertainty has contributions from experimental effects (±0.0015), hadroniza-
tion effects (±0.0012) and variations of renormalization scale (+0.0052,−0.0042). This
value is consistent with the result from the analysis using non-radiative events in LEP1
data, αs(MZ) = 0.120 ± 0.006. More event shape variables have been fitted for the non-
radiative events. When the variables are restricted to the same set (i.e. (1 − T ),MH ,BT

and yD
23) used in the present analysis, the combined value evaluated from the non-radiative

events by the procedure described in Section 7.1 is αs(MZ) = 0.1155+0.0071
−0.0060.

1The BT and BW calculation by Catani, Turnock and Webber [37] is used in our previous measure-
ments [32, 33, 53, 54]. The calculation by Dokshitzer, Lucenti, Marchesini and Salam [36] treats the
quark recoil properly and is used in this analysis. The comparison with our previous results is not trivial
because a different calculation is used in this analysis.
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√
s′ [GeV] 78.1 71.8 65.1 57.6 49.0 38.5 24.4

xµ = 1.0
αs(MZ) 0.1068 0.1127 0.1104 0.1141 0.1201 0.1218 0.1184
χ2/d.o.f 4.03/5 7.05/5 3.53/5 8.19/5 2.71/5 0.77/5 1.35/5
Total Error 0.0080 0.0066 0.0077 0.0099 0.0089 0.0107 0.0106
Stat. Error 0.0044 0.0045 0.0042 0.0052 0.0053 0.0060 0.0069
Expt. Error 0.0057 0.0031 0.0037 0.0064 0.0026 0.0042 0.0040
Hadr. Error 0.0034 0.0038 0.0053 0.0055 0.0066 0.0078 0.0069

xµ = 0.5
αs(MZ) 0.1022 0.1085 0.1070 0.1090 0.1134 0.1146 0.1115
χ2/d.o.f 5.86/5 6.04/5 4.28/5 9.85/5 3.76/5 1.64/5 1.94/5
Total Error 0.0070 0.0056 0.0068 0.0086 0.0076 0.0091 0.0087
Stat. Error 0.0039 0.0039 0.0035 0.0044 0.0047 0.0053 0.0058
Expt. Error 0.0050 0.0023 0.0033 0.0056 0.0024 0.0037 0.0034
Hadr. Error 0.0030 0.0032 0.0048 0.0048 0.0055 0.0064 0.0054

xµ = 2.0
αs(MZ) 0.1115 0.1173 0.1149 0.1192 0.1271 0.1292 0.1261
χ2/d.o.f 3.34/5 7.81/5 3.57/5 7.36/5 2.42/5 0.68/5 1.15/5
Total Error 0.0092 0.0078 0.0088 0.0115 0.0104 0.0126 0.0128
Stat. Error 0.0051 0.0051 0.0050 0.0062 0.0062 0.0071 0.0083
Expt. Error 0.0067 0.0040 0.0044 0.0073 0.0030 0.0048 0.0048
Hadr. Error 0.0038 0.0044 0.0059 0.0063 0.0078 0.0092 0.0084

Table 7.6: Combined values for all variables in each energy samples. αs is evolved to the
energy scale of MZ

√
s′ [GeV] 188.6 191.6 195.5 199.5 201.6 205.9

xµ = 1.0
αs(MZ) 0.1191 0.1134 0.1146 0.1172 0.1218 0.1232
χ2/d.o.f 11.41/5 5.22/5 2.41/5 3.12/5 1.85/5 11.70/5
Total Error 0.0030 0.0081 0.0054 0.0074 0.0082 0.0040
Stat. Error 0.0024 0.0063 0.0040 0.0050 0.0064 0.0030
Expt. Error 0.0013 0.0049 0.0032 0.0052 0.0047 0.0022
Hadr. Error 0.0011 0.0012 0.0016 0.0018 0.0021 0.0013

xµ = 0.5
αs(MZ) 0.1150 0.1104 0.1107 0.1138 0.1168 0.1189
χ2/d.o.f 14.05/5 6.56/5 2.73/5 3.90/5 2.09/5 16.25/5
Total Error 0.0027 0.0074 0.0048 0.0067 0.0072 0.0035
Stat. Error 0.0022 0.0057 0.0036 0.0044 0.0056 0.0027
Expt. Error 0.0012 0.0046 0.0028 0.0048 0.0041 0.0019
Hadr. Error 0.0010 0.0011 0.0015 0.0017 0.0018 0.0012

xµ = 2.0
αs(MZ) 0.1243 0.1171 0.1195 0.1216 0.1279 0.1287
χ2/d.o.f 10.92/5 4.55/5 2.35/5 2.78/5 1.83/5 9.78/5
Total Error 0.0034 0.0091 0.0062 0.0083 0.0095 0.0046
Stat. Error 0.0028 0.0072 0.0046 0.0057 0.0074 0.0035
Expt. Error 0.0015 0.0053 0.0037 0.0058 0.0055 0.0025
Hadr. Error 0.0013 0.0013 0.0018 0.0019 0.0023 0.0015

Table 7.7: Combined values for all variables in each energy samples. αs is evolved to the
energy scale of MZ
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(1− T ) MH BT BW C yD
23 Combined

αs(MZ) 0.1232 0.1185 0.1227 0.1103 0.1207 0.1250 0.1119
χ2/dof 2.45/6 1.53/6 4.77/6 1.83/6 2.56/6 0.98/6 3.02/6

Stat. Error 0.0030 0.0025 0.0030 0.0027 0.0031 0.0031 0.0026
Expt. Error 0.0048 0.0055 0.0032 0.0030 0.0030 0.0050 0.0032
Hadr. Error 0.0061 0.0048 0.0070 0.0046 0.0087 0.0105 0.0038

Stat.+Expt.+Hadr. 0.0083 0.0077 0.0083 0.0062 0.0097 0.0121 0.0056
xµ = 0.5 -0.0057 -0.0040 -0.0061 -0.0032 -0.0058 -0.0011 -0.0044
xµ = 2.0 0.0072 0.0055 0.0075 0.0046 0.0072 0.0041 0.0050

Table 7.8: Combined value of αs for all
√

s′ samples in the analysis with LEP1 radiative
events.
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Figure 7.12: Combined value of αs for all
√

s′ samples in the analysis with LEP1 radiative
events.
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(1− T ) MH BT BW C yD
23 Combined

αs(MZ) 0.1265 0.1172 0.1239 0.1144 0.1204 0.1325 0.1196
χ2/dof 1.24/5 0.67/5 2.89/5 1.74/5 1.01/5 2.43/5 3.38/5

Stat. Error 0.0034 0.0028 0.0026 0.0021 0.0033 0.0029 0.0017
Expt. Error 0.0026 0.0023 0.0037 0.0025 0.0040 0.0046 0.0015
Hadr. Error 0.0016 0.0013 0.0028 0.0011 0.0018 0.0013 0.0012

Stat.+Expt.+Hadr. 0.0046 0.0038 0.0053 0.0035 0.0055 0.0056 0.0026
xµ = 0.5 -0.0057 -0.0036 -0.0059 -0.0031 -0.0053 -0.0006 -0.0041
xµ = 2.0 0.0073 0.0050 0.0074 0.0045 0.0067 0.0041 0.0052

Table 7.9: Combined value of αs for all ECM samples in the analysis with LEP2 non-
radiative events.
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Figure 7.13: Combined value of αs for all ECM samples in the analysis with LEP2 non-
radiative events.
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(1− T ) MH BT BW C yD
23 Combined

αs(MZ) 0.1264 0.1172 0.1256 0.1140 0.1210 0.1323 0.1193
χ2/dof 4.12/12 2.74/12 8.35/12 3.83/12 4.18/12 3.39/12 8.48/12

Stat. Error 0.0031 0.0027 0.0024 0.0020 0.0030 0.0027 0.0017
Expt. Error 0.0026 0.0023 0.0033 0.0025 0.0032 0.0046 0.0015
Hadr. Error 0.0018 0.0013 0.0030 0.0012 0.0021 0.0015 0.0012

Stat.+Expt.+Hadr. 0.0044 0.0038 0.0051 0.0034 0.0049 0.0055 0.0026
xµ = 0.5 -0.0057 -0.0036 -0.0060 -0.0032 -0.0055 -0.0006 -0.0042
xµ = 2.0 0.0073 0.0050 0.0075 0.0046 0.0068 0.0040 0.0052

Table 7.10: Combined value of αs for all ECM samples in the analysis with LEP1 radiative
events and the analysis with LEP2 non-radiative events.
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Figure 7.14: Combined value of αs for all ECM samples in the analysis with LEP1 radiative
events and the analysis with LEP2 non-radiative events.
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Discussion

As mentioned in Section 2.3.3, αs is determined by various method and compared by
converting to αs(MZ). The values of αs(MZ) obtained from the analysis described in
Section 5 and Section 6 are compared with results from similar analyses using event
shape variables of radiative multi-hadronic events in Section 8.1. In Section 8.2, the
result obtained from this study is compared with the results obtained from the other αs

measurements using event shape variables.

8.1 Comparison with αs Measurements with Radia-

tive multi-hadronic events

8.1.1 αs Measurement by Fitting of Event Shape Variables

αs measurement with radiative events has been performed by L3 Collaboration [124].
They determine αs for four event shape variables, (1 − T ),MH ,BT ,BW using 3.6 million
hadronic events. In the L3 analysis, the isolated electromagnetic calorimeter clusters
with energy larger than 5GeV are selected from multi-hadronic events. In addition to the
isolation cuts, a cut on the shower shape discriminator is applied to the isolated clusters.
The isolation cuts include a cut on the energy deposit in the local isolation cone around
the cluster, and a cut on the angle of the nearest jet. The shower shape discrimination
is based on an artificial neural network and is used to distinguish multi-photon showers
from single-photon showers in the electromagnetic calorimeter. Therefore, event selection
is similar with this analysis. Numbers of selected events and background fractions are
shown in Table 8.1. The results from multiple energy samples are merged according to
the range of

√
s′ used in the L3 analysis. The background fraction is average weighted

by a number of selected events. Although the number of selected events in this analysis
is equal or smaller than that in the L3 analysis, the backgrounds are much smaller than
the L3 analysis.
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√
s′ [GeV] Statistics Background [%]

MH ττ γγ
L3 41.4(30-50) 1247 29.3 2.0 0.2

OPAL 49.0,38.5,24.4 1119 17.1 0.7 0.0
L3 55.3(50-60) 1047 19.2 2.6 0.2

OPAL 57.6 512 10.2 1.1 0.0
L3 65.4(60-70) 1575 11.6 2.3 0.1

OPAL 65.1 696 7.8 1.1 0.0
L3 75.7(70-80) 2938 9.0 1.7 0.0

OPAL 78.1,71.8 2524 7.4 1.1 0.1

Table 8.1: Results of event selection. Re-
sults from this analysis are shown for com-
parison.
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Figure 8.1: αs(MZ) in this analysis and L3
analysis.

The values of αs in this analysis and the L3 analysis are shown in Figure 8.1. The values
of αs in this analysis are evolved to the energy scale shown in the column “Reference” in
Table 8.1 and combined with the procedure in Section 7.3. Since results for each variable
are shown only for

√
s′ = 50− 60GeV and

√
s′ = 84− 66GeV in [124], the results in the

internal note [161] are compared. Though deviations can be seen in the
√

s′ = 65GeV
sample, results from L3 analysis and this study are consistent within their errors for all
energy samples. The total errors of results from this analysis is comparable with those
from the L3 analysis for all energy samples except the sample with

√
s′ = 40GeV. The

difference in total error for the sample comes from the experimental and hadronization
uncertainty.

ECM [GeV] Nsel Purity [%]
76.3 1212 87.6
66.0 1099 91.3
45.2 650 84.2

Table 8.2: Mean center of mass
energy and number of selected
events and purity in the anal-
ysis with radiative hadronic
events by DELPHI.

αs Measurement using Power Corrections Re-
cently, the DELPHI collaboration reports a study of
the energy evolution of event shape distributions and
their means [128]. In addition to non-radiative multi-
hadronic events, radiative multi-hadronic events with a
observed high energy photon are used for extracting αs.
The radiative events are divided into three subsamples
corresponding to a mean center-of-mass energy of 76,66
and 45GeV. Numbers of selected events and purity in
the radiative multi-hadronic events selection are listed
in Table 8.2.

They extract αs from differential distributions and
mean values of hadron level event shape variables for multiple energy samples by using
the power correction model instead of the hadronization correction factor. In event shape
distributions, the effect of the power corrections shifts the perturbative spectra to larger
values.

1

σ

dσcorrected(x)

dx
=

1

σ

dσpert(x− δx)

dx
, δx = axP (8.1)
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with

P =
4CF

π2
MµI

Q

[
α0(µI)− αs(Q)− β0

2π

(
ln

Q

µI

+
K

β0

+ 1

)
α2

s(Q)

]
, (8.2)

where

M = 1 +
2.437CA − 0.052nf

β0

, K = CA

(
67

18
− π2

6

)
− 5

9
nf . (8.3)

ax is an observable dependent constant and given in [162–166]. α0 is a non-perturbative
parameter accounting for the contributions to the event shape below an infrared matching
scale µI .

Fits of event shape variables are performed with αs(MZ) and α0 as free parameters.
for (1 − T ), MH , BT and BW and C at the center-of-mass energies between 45GeV and
202 GeV. They obtain weighted and an unweighted mean of the values of αs(MZ) and α0

for these variables. In case of the extraction from differential event shape distribution,
the unweighed mean values are

αs(MZ) = 0.1110± 0.0055± 0.0007− 0.0008 and α0 = 0.559± 0.073± 0.009 + 0.013,

where the first error on each measurement is statistical uncertainty and the second error
is systematic uncertainty. The third error is the difference between the ln R matching
scheme and the R matching scheme.

L3 collaboration performs unweighted mean of values of αs obtained by using the
power correction model [29]. Results for (1− T ),MH , BT , BW and C are included in the
mean. The center-of-mass energies of data are between 30GeV and 189 GeV. They are

αs(MZ) = 0.1110± 0.0045± 0.0034 and α0 = 0.537± 0.070± 0.021,

where the first error on each measurement is experimental (it is corresponds to statistical
error and experimental uncertainty in this analysis). The second error is theoretical, which
is estimated by varying the renormalization scale factor between 0.5 and 2.0 (±0.0033 for
αs(MZ),±0.021 for α0) and varying µI between 1GeV and 3GeV(0.0010 for αs(MZ)).

In the case of this analysis, the fitting of the energy dependence of the unweighted
mean of αs(MZ) for the same variables as L3 and DELPHI gives Λ

(5)

MS
= 0.2026+0.0857

−0.0592,
where the errors includes the statistical, experimental, hadronization and renormalization
scale uncertainties. The fit gives χ2 = 11.5 for 13 degrees of freedom. The value of Λ

(5)

MS
is converted to

αs(MZ) = 0.1167+0.0055
−0.0044.

Although the αs(MZ) is larger than results from L3 and DELPHI, it is consistent with
these results. The total error of αs(MZ) in this analysis is comparable with the these
results.

8.2 Comparison with measurements of αs by event

shape variables

The PDG world averages are shown with values of αs used in their combinations. The
results from analyses which include αs measurements using radiative events are shown
also.
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The αs values which are obtained from analyses using radiative hadronic events are
lower than the αs values which are obtained from analyses using only non-radiative
hadronic events. The results for the αs measurements using radiative events are close
to the PDG average for all measurements.

In case of OPAL analysis, αs for the radiative events at LEP1 smaller than the com-
bined value with αs for the non-radiative events at LEP2(Section 7.3). The situation is
similar in the values of αs for each variables.
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Figure 8.2: αs(MZ) in this study, PDG world average and other analyses used in the
average.

αs(ECM) αs(MZ)
CLEO 10.93GeV [167] 0.164± 0.004(expt.)± 0.014(theo.) 0.1132± 0.0067
TPC 29GeV [10,11] 0.160± 0.012 0.1293± 0.0077

JADE 35GeV [12,13] 0.145+0.012
−0.007 0.1230± 0.0067

TOPAZ 58GeV [14] 0.132± 0.008 0.123± 0.007
LEP/SLD 91GeV 0.122± 0.007
[15,16], [17, 18], [19], [20, 21], [22–24]

LEP 130GeV [25,26] 0.114± 0.008 0.120± 0.009
LEP 189GeV 0.1104± 0.005 0.1231± 0.0062
[27], [28], [29], [30–33], [34]

PDG [59]
Event shape 0.121± 0.007
All measuremnts 0.1171± 0.0014

OPAL 0.1193± 0.0058
L3 [29]
Power correction, Mean 0.1110± 0.0056
Shape 0.1215± 0.0062

DELPHI [127]
Power correction, Shape 0.1110± 0.0055
Power correction, Mean 0.1217± 0.0046
RGI, Mean 0.1201± 0.0020

Table 8.3: αs(MZ) in this study, PDG world average and other analyses used in the
average.
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Conclusions

The strong coupling constant αs is determined at an effective center-of-mass energy,
√

s′,
ranging from 20 GeV to 80 GeV and from 189 GeV to 205 GeV with the OPAL detector
at LEP.

αs at
√

s′ ranging from 20 GeV to 80 GeV is determined by using multi-hadronic
events with a hard isolated photon at center-of-mass energy around 91GeV. The date is
collected in the term of LEP1 during the running year from 1992 to 1995.

Assuming that photons emitted before or immediately after the Z0 production do not
interfere with QCD processes, a measurement of αs at the reduced center-of-mass energy,√

s′, is possible by using radiative multi-hadronic events (i.e. e+e− → qqγ events). The
mean values of the event shape variables used in this measurement are shown to have
the same energy dependence in Monte Carlo simulations with parton shower algorithms
based on the leading logarithm approximation.

The hard isolated photon is selected from isolated electromagnetic calorimeter (ECAL)
clusters in multi-hadronic events by the likelihood ratio which uses the cluster shape fit
variable and the angle to jets. 4843 radiative multi-hadronic events are selected in total.
The selected events are divided into seven subsamples by the cluster energy. For each
subsample, six event shape variables are calculated with the ECAL cluster energy and
track momentum after boosting back into the center-of-mass system of the hadrons. The
selected events still include 2∼15% of backround events which are caused by identifying
two photons which are decay products of the neutral pion as a prompt photon. The
contribution of such background events in event shape variables are statistically subtracted
from data. The effects of acceptance and resolution of the OPAL detector to event shape
distribution are corrected by using Monte Carlo simulation.

αs at
√

s′ ranging from 189 GeV to 205 GeV is determined by using non-radiative
hadronic events at center-of-mass energy between 189GeV and 209GeV. The data is col-
lected in the term of LEP2 during the running year from 1996 to 2000. In order to measure
αs at an energy scale of the center-of-mass energy, the difference between the center-of-
mass energy and the effective center-of-mass energy which obtained by the kinematic fit of
jets and photons is required to be smaller than 10GeV. To reduce the contribution of four
fermion processes, the selection based on the matrix element of four jets QCD processes
and the likelihoods for four fermion processes are performed. 8966 non-radiative multi-
hadronic events are selected in total. The subtraction of backgrounds and the correction
of the detector effects are applied to the event shape distributions for each center-of-mass
energy by the same procedures as the analysis of LEP1 radiative hadronic events.
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In order to determine the αs, the event shape distributions by O(α2
s) + NLLA QCD

calculation are fitted to the corrected data distributions. Since the calculation is done
with partons, the correction of hadronization effect is applied to the theoretical prediction
before the fitting. The result of the fitting are shown with the statistical error and the
systematic uncertainties including the experimental uncertainties, hadronization model
uncertainties and renormalization scale uncertainty.

The constant Λ
(5)

MS
is determined by fitting the solution of the renormalization group

equation at NNLO to αs determined at various effective center-of-mass energies. The
energy dependence of the combined αs for all variables gives

Λ
(5)

MS
= 0.2242± 0.031(stat. + expt. + hadr.)+0.072

−0.048(scale.) GeV.

The αs for each event shape variables and combined value for all event shape variables
are combined for all effective center-of-mass energy subsamples. The combined values for
all variables are consistent with αs obtained from non-radiative hadronic events at LEP1.
The combined value of αs for all energy samples and event shape variables is

αs(MZ) = 0.1193± 0.0017(stat.)+0.0055
−0.0046(syst.). (9.1)

It is consistent with the result from non-radiative hadronic events at LEP1 and the PDG
world average.

This study includes the first αs measurement using radiative hadronic events presented
by OPAL collaboration. αs is measured in wide energy range by this method. The values
of αs measured in same conditions (selections, systematic uncertainties ...) can be used
for study of the energy dependence of αs. The measurement of αs at the center of mass
energies 189GeV to 205GeV is the measurement at highest energy e+e− collisions. The
values have an important role as lever arm for the accurate measurement on Z0 pole to
know energy scale dependence.
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