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Abstract

A liquid xenon scintillation detector was constructed as a prototype γ-ray detector
for the MEG experiment, which will start in 2006 at PSI, Switzerland. The prototype
has an active volume of 68.8 liter viewed by 228 PMTs immersed in liquid xenon to
detect γ-rays with precision. The detector performance strongly depends on the purity
of liquid xenon. The purification system to remove contaminations in liquid xenon was
established to enable the large-sized liquid xenon detector with a long absorption length
over 1 m (90% C.L.). In 2003 a beam test with laser Compton scattering γ rays up
to 40 MeV was performed at AIST. In this test we evaluated the performance of the
prototype detector and verified the performance expected for the 1000-liter liquid xenon
scintillation detector in the MEG experiment. The energy resolution of 5.2% (FWHM)
and the position resolution of 9.9 mm−11 mm (FWHM) are expected for 52.8 MeV γ-rays.
It allows a sensitivity to reach two order below the current upper limit of Br(µ → eγ ).
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Introduction

Now that the neutrino oscillation phenomena have been established, any new physics
scenario beyond the Standard Model (SM) necessarily involves lepton flavor violation
(LFV) also in the charged lepton sector. There is no way to prevent it in principle.

Particularly, TeV supersymmetry, the most expected among various new physics sce-
narios, predicts large branching ratios for some of the LFV processes that are already
constrained by the current experimental limits. These large LFVs may be induced by
ultra heavy right-handed neutrinos that cause seesaw mechanism and/or by grand uni-
fication of quarks and leptons at the GUT energy scale. Thus an experiment capable
to detect these LFV processes should be able to explore new physics at extremely high
energies beyond the SM and even beyond the supersymmetric (SUSY) SM.

The most promising LFV process is the rare muon decay µ+ → e+γ . The past
experimental searches for this process were limited by accidental background events, where
positrons from the standard Michel decays of muons coincide with gamma rays coming
from either radiative muon decays or annihilations of positrons. In order to go beyond
the limitations of these past experiments, it is essential to devise innovative detectors of
higher performance.

A µ → eγ event is characterized by the clear 2-body final state where the decay
positron and the gamma ray are emitted in opposite directions with energies equal to half
the muon mass (E = Mµ/2 = 52.8 MeV). While positrons with the signal energies are
abundant from the Michel decays, gamma rays with such high energies are very rare: the
gamma ray spectrum falls off rapidly near the signal energy region. If we improve the
energy resolution for gamma rays δEγ, the accidental background rate decreases, at least,
as (δEγ)

2. Thus a gamma ray detector with a very good energy resolution is a key to any
new µ → eγ experiments.

A novel liquid xenon scintillation detector, which we are presenting in this thesis, was
proposed and has been developed to fulfill the requirements of a new µ → eγ experiment
MEG [1–3] that is planned to start physics runs at Paul Scherrer Institute in 2006 with
an initial sensitivity of 10−13. In this thesis, ideas, preparations, various examinations,
and performance of this newly devised detector are described in detail.

The structure of this thesis is as follows. The physics motivation of the MEG experi-
ment is described in Chapter 1. In Chapter 2 the detectors of the MEG experiment are
summarized. Logistics and technical details of the liquid xenon scintillation detector are
given in Chapter 3. The most important issue of this detector, absorption of scintillation
light inside the detector, is fully discussed in Chapter 4. Chapter 5 deals with the main
subject of this thesis, i.e. evaluation of the performance of the liquid xenon scintillation
detector, where a beam test using gamma rays from laser Compton scattering and its re-

1
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sults are presented in detail. After we discuss the evaluated detector performance and the
prospects for the MEG experiment in Chapter 6, a brief conclusion is given in Chapter 7.



Chapter 1

Physics in µ → eγ Decay Search
Experiment

1.1 Lepton Flavor Violation

In the Standard Model, lepton flavor conservation is built in by hand with assumed
vanishing neutrino masses. The introduction of neutrino masses and mixing into the
Standard Model also predicts immeasurably small lepton flavor violation (LFV). On the
other hand, fundamental theories such as Supersymmetry (SUSY) generically predict LFV
at a measurable level. Lepton-flavor-violating processes such as µ+ → e+γ are therefore
very clean (i.e. not contaminated by the background of the Standard Model) and at the
same time present a promising area to hunt for signals of profound new physics.

Taking the case of the recent (gµ − 2) results. Despite the improvement of a factor
of two in the experimental uncertainty [4] the measured value lies between 1.6 σ − 2.6 σ
Standard Model prediction, depending on the way the theoretical value is computed. We
just note here that a real discrepancy between the measured and the Standard Model
predicted (gµ − 2)/2 ∼ 10−9 could imply µ+ → e+γ rates close to 10−11 in the framework
of supersymmetric theories [5].

In the following two sections we briefly discuss the predicted rates for the µ+ →
e+γ decay in grand unified supersymmetric theories caused by slepton mixing due to
radiative corrections and by the inclusion of a see–saw mechanism for the neutrino masses.
We observe that these two sources of LFV are independent and always present in all
supersymmetric grand unified models.

LFV has recently been examined also in the framework of theories with extra spatial
dimensions (see for instance [6]). Rates above 10−14 are again expected and the experiment
proposed here would therefore be crucial even in testing these new ideas.

1.2 Supersymmetric Grand Unified Theory

LFV processes are especially sensitive to the supersymmetric extensions of the Standard
Model, in particular supersymmetric grand unified theories (SUSY-GUT). In SUSY-GUT,
finite slepton mixing appears through radiative corrections in the renormalization group
evolution from the GUT to the weak energy scale, even if the slepton mass matrix is
assumed to be diagonal at the Plank scale [7]. It has been pointed out that the slepton

3
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mixing thus generated can be very large owing to the heavy top-quark mass [8], thereby
enhancing µ+ → e+γ decay through the loop diagrams shown in Fig. 1.1.
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Figure 1.1: Diagrams of µ+ → e+γ in SU(5) SUSY models.

The predicted branching ratio of µ+ → e+γ in SUSY SU(5) models [9] is shown in
Fig. 1.2. It ranges from 10−15 to 10−13 for the singlet smuon mass mµ̃R

of 100 to 300 GeV.
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Figure 1.2: Predictions of µ+ → e+γ branching ratio in SU(5) SUSY models [7].
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Recent combined analyses of the four LEP experiments have excluded most of the
SUSY parameter space with tan β < 10 [10]. The predicted µ → eγ rates for higher tan β
values should be measurable by the experiment proposed here.

The SO(10) SUSY-GUT models predict an even larger rate than for SU(5) (10−13 to
10−11) due to an enhancement factor of (m2

τ/m
2
µ) ∼ 100 [8], induced by the loop diagrams

whose magnitude is proportional to the tau-lepton mass.

1.3 Connection with Neutrino Oscillations

The phenomenon of neutrino oscillations which has been established by experimental
observation of atmospheric [11–13] and solar [14–20] neutrinos implies both non-zero neu-
trino masses and LFV.

In SUSY models, neutrino mixing is expected to enhance the rate of LFV processes
such as µ+ → e+γ [21–23]. A possible contribution to the slepton mixing between µ̃ and
ẽ is from V21 (between ν1 and ν2), corresponding to the mixing needed to explain the solar
neutrino deficit.

The recent SNO solar neutrino observations [15], when combined with all the previous
measurements, confine the mixing parameters to two allowed regions, namely the MSW
large mixing angle solution (LMA) and the MSW large angle–low ∆m2 (LOW) solution,
as shown in Fig. 1.3. The plot in Fig. 1.4 shows the predictions for µ+ → e+γ decay
corresponding to the two solutions as a function of the mass of the right-handed gauge
singlet νR2 . The vacuum solutions is also shown for completeness though it is excluded
by the SNO analysis. The width of the predicted bands is associated with the possible
tan β parameter values. We observe again (see the previous section) that the lowest tan β
values, corresponding to lower µ → eγ rates, are highly disfavored by the recent analyses
of the LEP data [10].

In conclusion, the µ+ → e+γ branching ratio, when combined with ∆m2 and mixing
angle measurements by solar neutrino experiments, will determine or severely constrain
the mass scale of the right-handed gauge singlet, postulated to exist at ultra high energies
(1012 − 1015 GeV).
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1.4 µ → eγ Decay Search Experiments

A history of µ → eγ search experiments and their obtained upper limits of the µ →
eγ branching ratio are listed in Table 1.1

Year Experiment Site Upper Limit Reference
1977 – SIN (presently PSI) 1.0× 10−9 [24, 25]
1977 TRIUMF – 3.6× 10−9 [26]
1979 – LANL 1.7× 10−10 [27, 28]
1986 Crystal Box LANL 4.9× 10−11 [29]
1999 MEGA LANL 1.2× 10−11 [30]

Table 1.1: Upper limits of Br(µ → eγ ) in the last 30 years.

A µ → eγ event is characterized by the clear 2-body final state. The decay electron
and the gamma ray are emitted in opposite directions with the same energy equal to half
the muon mass. To utilize this simple kinematics in the search, muons are stopped in
a material (a stopping target). Positive muons are used to avoid capture by the target
nuclei.

So-called “surface muons” are abundantly produced by bombarding primary protons
into a thick production target. The surface muons come from the decays of pions that
stop near the surface of the production target and have a sharp momentum spectrum
around 29 MeV/c. Because of this narrow momentum spread, they are easily stopped by
a thin target (≈ 100 µm). This is important for achieving good resolutions in measuring
positrons and reducing background of annihilation gamma rays. With the naturally 100%
spin polarized surface muons, angular distribution of µ → eγ can be measured after the
discovery. This measurement could eventually pin down the right GUT model.

The major background in a µ → eγ search is accidental coincidence of a positron,
coming from standard Michel decays, and a gamma ray, coming from radiative muon de-
cays or annihilation of positrons. Since the accidental background increases quadratically
as the muon rate, a continuous, DC muon beam, that has the lowest instantaneous rate,
is best suited for a µ → eγ search, rather than a pulsed beam. To achieve a sensitivity
of 10−14 with a detection efficiency ε ≈ 10% within one year’s time T ≈ 107 sec, a muon
rate of 1014/ε/T = 1014/0.1/107 ≈ 108/sec is necessary.

Requirements on detectors, particularly gamma ray detectors, are very severe. They
must have very good resolutions in energy, position and time, both for positrons and
gamma rays, to distinguish µ → eγ from the accidental background. In short, very good
detectors are most demanding in a µ → eγ search.

Another LFV process, a so-called µ− → e− conversion (µN → eN), has a similar
physics sensitivity as µ → eγ in terms of possible experimental reach for generic SUSY
LFV vertices.

In a µ− → e− conversion a muon converts into an electron by exchanging a vir-
tual photon (or something more exotic) with the capture nucleus. The electron has a
monochromatic energy of Eµ→e = Mµ − δ, where Mµ is the muon mass and δ is a sum
of the binding energy of the muonic atom and the nuclear recoil energy. So the experi-
mental signature is simple: a single monochromatic electron with Eµ→e (105.1 MeV for
Al target). Negative muons must be used to form muonic atoms with the target nuclei.
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For generic photonic LFV vertices, physics sensitivity of µ → e conversion is two orders
of magnitude lower than µ → eγ : (µ → e conversion)/(µ → eγ) = 1/390 for Al target,
1/249 for Ti, and 1/340 for Pb in terms of branching ratios. Thus, a µ → eγ branching
ratio of 1×10−14 corresponds to 3×10−17 for µ → e conversion. To achieve this sensitivity,
a negative muon beam of an intensity of 1010 - 1011/sec is necessary.

Getting such a high muon rate is a big issue. Because there is no “surface muon beam”
for negative muons, such a high intensity beam tends to have a much broader spectrum
and is usually contaminated by various other particles, particularly pions.

Major backgrounds in a µ → e conversion search are (a) electrons from muon decays
in orbit and (b) beam-related background.

The energy Ee of the “decay in orbit” electron has a spectrum falling off rapidly as
(Eµ→e−Ee)

5. By improving the electron energy resolution σEe , this background decreases
as σ5

Ee
. Since the energy resolution is dominated by energy loss in the stopping target, a

thinner target is required. However, stopping efficiently a broad spectrum of muons in a
thin target is quite difficult.

There are various beam-related background caused by beam contaminants such as
pions. For example, pions may be radiatively captured by the target nuclei, emitting
gamma rays which subsequently convert into electrons. Thus, in short, a very good muon
beam is most demanding in a µ → e conversion search.

The MECO (Muon Electron COnversion) experiment [31], the first of the planned
µ− → e− experiments, was proposed to search for µ → e conversion at a sensitivity below
10−16. For µ → e conversion events occurring at 1×10−16, 5 signal events may be detected
with 0.5 background events in one year running according to their proposal. It was scien-
tifically approved in 1997 by Brookhaven National Laboratory and its construction was
recently approved for the fiscal year of 2005. It will take at least 5 years for construction.

The use of a graded-field solenoid to collect pions leads to a 1000 fold increase in muon
intensity (to 1011/sec) over the previous experiment. This idea was originally proposed
for a Russian experiment [32].

A 30 nsec pulsed proton beam is extracted every 1.35 µsec during a 0.5 sec beam spill
from the Alternating Gradient Synchrotron (AGS). To avoid beam-related background,
the MECO experiment only operates 0.6 µsec after the beam pulse, when all the back-
grounds have fallen off.

To stop a broad spectrum of muons, 17 layers of 0.2 mm thick Al targets are used.
Aluminum is chosen as target material, because its muon capture lifetime (0.9 µsec)
matches the measurement cycle while heavier elements have much shorter lifetimes.

PRISM (Phase-Rotated Intense Slow Muons) [33] is an ambitious project to produce
high intensity muon beam with narrow energy spread and less contamination, proposed
to be built at the J-Parc 50 GeV proton ring, currently under construction at Tokai,
Japan. A Fixed-Field Alternating Gradient synchrotron (FFAG) is used to carry out
“phase rotation,” i.e. a conversion of an original short pulse beam with wide momentum
spread (±30%) into a long pulse beam with narrow momentum spread (±3%) by strong
RF field. After 5 turns in the FFAG ring for the phase rotation, pions in the beam all
decay out. Given 1014 protons /sec from the J-Parc ring, the PRISM facility should be
able to provide 1011 − 1012 muons/sec.

There are still several R&D items to study: for example, low energy pion production
and capture system, and injection/extraction of muons into/from the FFAG ring. A
real-size FFAG ring, which may be used for PRISM later, is being constructed at Osaka
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University for R&D studies.
PRIME (PRISM Mu E) [33] is a proposed experiment to search for µ → e conversion

at the future PRISM facility. Because of a very low duty factor of the PRISM beam,
the experiment has to handle an extremely high instantaneous rate of 1010 - 1011 muons
per beam bunch. In the PRIME experiment a curved solenoid spectrometer is used to
transport only electrons with desired momenta from the stopping target to the detector.
Thanks to PRISM’s good quality muon beam, with a higher efficiency and a better mo-
mentum resolution, a sensitivity of the level of 10−18 may be expected according to their
Letter of Intent, although a detailed design of the experiment still does not exist.

Table 1.2 summarizes these coming LFV experiments.

Experiment MEG MECO PRISM/PRIME
Site (Country) PSI (Switzerland) BNL (U.S.A.) J-Parc (Japan)
Search for µ → eγ µN → eN µN → eN
Sensitivity in BR 10−13 − 10−14 3× 10−17 10−18

Beam Intensity (µ/s) up to 1× 108 1011 1011 ∼ 1012

Start in/at 2006 >2010 unknown (LoI only)

Table 1.2: LFV search experiments in the near future. Note that physics sensitivity of a
µN → eN experiment with the same sensitivity in branching ratio is 1/300 - 1/400 worse
than a µ → eγ experiment.



Chapter 2

MEG Detector

A schematic view of the MEG detector is shown in Fig. 2.1. The MEG detector consists
of two characteristic detector components: a liquid xenon (LXe) scintillation detector and
a COBRA positron spectrometer.

Principles of the MEG detector are illustrated in Fig. 2.2. A positive muon beam with
a intensity of 108/sec extracted from the πE5 beam channel at the PSI is brought to stop
in a thin target placed at the center of the superconducting magnet. The γ-rays from
the target traverse the thin superconducting magnet of the COBRA spectrometer and
are detected by the LXe scintillation detector. The momentum and the emission angle of
the positrons from the target are precisely measured by the drift chamber system placed
inside the superconducting magnet and the timing of the positrons are also measured by
the timing counters.

In this chapter we will give a brief description of each detector component.

2.1 Liquid Xenon Scintillation Detector

Xenon has been widely used as a detector material in different fields. It can be used
as either scintillation detector or ionization detector. Xenon scintillator has high light
yield (75% of NaI(Tl)) and fast signals as shown in Table 3.3 and Fig. 3.3. These properties
enable very precise energy and time measurements of γ-rays. Scintillation signal from
liquid xenon has a short tail which serves to minimize pile-up of accidental γ-rays under
high-rate background. The properties of xenon are described in detail in Sec. 3.1.

The design of the γ-ray detector in MEG experiment is shown in Fig. 2.3. We use
only scintillation photons from the LXe and do not attempt to collect ionizations. This
makes the design of the detector quite simple. Scintillation photons from the LXe are
collected by ∼800 photomultiplier tubes (PMTs) from all sides which are immersed in
800-liter LXe.

All the PMTs will be read with high-precision waveform digitizers with a sampling
speed of 2.5 GHz or higher. The precise measurements of the total charge and the arrival
time of each pulse result in accurate determination of the energy and the timing of the
γ-ray. Furthermore, the waveform analysis allows us to avoid pile-up of accidental γ-
rays which is quite important in searching for rare event under high-rate background.
The output distribution over the 800 PMTs also provide us detailed information on the
interaction positions of the γ-rays and the pile-up of accidental γ-rays.

10
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Figure 2.1: Schematic view of the MEG detector.

The design goal of the LXe detector to enable search for µ → eγ with a sensitivity of
Br ∼ 10−13 is the following:

• Time resolution: ∆t = 100 psec (FWHM).

• Position resolution: ∆x = ∆y = 2 mm, ∆r = 7 mm (FWHM).

• Energy resolution: ∆E = 1.4% (FWHM).

• No deterioration even under high rate background.

This design is quite challenging because LXe scintillation detector with this scale has
never been built before as far as we know. We therefore built two smaller prototypes
before starting the construction of the full-scale detector to gain experiences in detector
operation and to prove the excellent performance of this novel detector.

The first prototype was a 10-liter LXe detector. After some feasibility study with
the 10-liter prototype we built the second prototype with 100-liter LXe in order to verify
the performance of the final detector with more realistic conditions. In this thesis, we
will mainly discuss the expected performance of the final detector on the basis of the
results from the various tests carried out with the 100-liter prototype. The details will be
described in later chapters.
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2.2 Beam and Target

Figure 2.4: PSI accelerator facility (right) and ring cyclotron (left).

The PSI accelerator facility is one of the most prominent in the world. The facility
and the ring cyclotron are shown in Fig. 2.4. This accelerator can create a proton beam
of the highest power of the world.

The protons are accelerated to a fixed energy of 590 MeV in the ring cyclotron. Its
principal components are eight sector magnets and four accelerator cavities (50.63 MHz
frequency) with a peak voltage each of 730 kV.

The 72 MeV beam from either one of two injector cyclotron (Injector 1 or Injector
2) enters from the back of the cyclotron, is injected into an orbit in the center of the
ring, accelerated over about 220 revolutions and extracted at the full energy as shown in
2.4. The design is based on criteria that allow operation at very high beam intensities:
an open structure of four large and powerful RF-cavities providing a high acceleration
voltage, and a flat-top cavity operating at the third harmonic of the accelerating RF-
voltage. The resulting strong, phase-independent energy gain per revolution gives good
turn separation and hence beam extraction with low beam losses. This is a mandatory
condition for high current operation in a cyclotron. The properties of the ring cyclotron
is summarized in Table 2.2.
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Injection Energy 72 MeV
Extraction Energy 590 MeV
Extraction Momentum 1.2 GeV/c
Energy spread (FWHM) ∼ 0.2 %
Beam Emittance ∼ 2π mm·mrad
Beam Current 1.6 mA DC
Accelerator Frequency 50.63 MHz
Time Between Pulses 19.75 ns
Bunch Width ∼ 0.3 ns
Extraction Losses ∼ 0.03

Table 2.1: Characteristics of the Ring Cyclotron.

2.2.1 Beam

The πE5 channel in the PSI facility extracts low-energy pion and muon beams from the
thick production target at an angle of 175◦ with respect to the primary proton beam. The
main characteristics of the beam are listed in Table 2.2. For the MEG experiment the
beam channel will be tuned to ≈ 28 MeV/c to collect surface muons (muons coming from
the decay at rest of pions on the production target surface). Measurements, performed
before starting the MEG experiment, indicate that we can expect a beam intensity up to
(8− 10)× 108µ+/s for the primary proton current of 1.5 mA [34].

solid angle acceptance 150 msr
momentum range 20− 120 MeV/c
length 10.4 m
momentum band (FWHM) 10%
momentum resolution (FWHM) 2%
horizontal emittance 15.3 cm·rad
vertical emittance 3.6 cm·rad
spot size 4× 4 cm2

Table 2.2: Main properties of πE5.

In order to be able to reach the best sensitivity to the µ → eγ decay it is necessary
to have a well understood beam transport system delivering a high intensity surface
muon beam (up to 1− 2× 108 µ+/s) with a minimum spot-size and a small momentum
spread, that must be stopped in a thin target, with a minimum of contaminant particles
(positrons) entering the detectors.

For examining these issues extensive studies have been performed at the πE5 channel
[35] and the final design of the transport system from the exit of the beam line up to the
injection into the COBRA spectrometer magnet has been made recently. This will be
comprised of a ’two-stage’ arrangement, as shown schematically Fig. 2.5.

There are four main components in the system: (i)The extraction element, Triplet I,
a quadrupole triplet which couples to the present ’Z’-branch 1 of the πE5 channel. (ii)

1There are two branches in the PSI πE5 channel, called ’U’ and ’Z’. The MEG experiment will be
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Figure 2.5: Schematic of the MEG beam line layout up to the injection into the COBRA
spectrometer magnet.

The WIEN-filter, an (E∧B) crossed-field, vertically deflecting separator, necessary for
good beam positron suppression. (iii) Triplet II, necessary for good optical focusing at
the collimator system placed behind this triplet. (iv) BTS or beam transport solenoid,
which is used as a coupling element to the final COBRA spectrometer, as well as housing
the momentum degrader/ collimator system.

It has been proved, in these consecutive studies, that a good separation quality between
the muons and background positrons can be achieved with a vertical spot-separation of
approximately 12 cm, corresponding to a 7.2σ separation and that a stop rate on the
target can reach close to 1×108µ/s at a beam current of 1.8mA and a 6cm production
target for secondary beam [35].

Setup of the beam line is in progress and will be finished in the year 2005 together
with construction of the beam line elements such as the WIEN-filter, BTS, and collimator
system.

2.2.2 Target

The target will be placed at a slant angle of 22◦ (corresponding to a slant ratio of 1 : 2.5) at
the center of the COBRA spectrometer magnet. Three kinds of material, Mylar, Polyethy-
lene, and Kapton, have been investigated for the target material from view points of mul-
tiple scattering and radiation length. The result is summarized in Table 2.3. Assuming
a central beam momentum of 28MeV/c, with a momentum bite of 6.4%, the mean range
is calculated to be ∼1100µm for Polyethylene and ∼870µm for both the other material.
Supposing that we use a 100µm Mylar or equivalent thickness Polyethylene/Kapton, nec-
essary thickness for the degrader will be as summarized in Table 2.3. Note that the target
will be places with a slant angle, resulting in total thickness of the target and degrader
smaller than the mean range.

performed at the ’Z’-branch.
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Material Density Radiation Length Mean Range Target Degrader
(28 MeV/c muon)

Mylar 1.39 g/cm3 28.7cm ∼870µm 100µm 600µm
(C5H4O2)n

Polyethylene 0.95 g/cm3 47.9cm ∼1100µm 150µm 700µm
(CH2)n

Kapton 1.42 g/cm3 28.6cm ∼1100µm 150µm 700µm
(C22H10N2O5)n

Table 2.3: Comparison of material for the target.

Thus, overall, it seems that Polyethylene is the best material from both a back-
ground suppression (radiation length) and a beam quality (multiple scattering, or ma-
terial amount) point of view. Design work of the mechanical structure to fix the target,
with a ”zero-material” target suspension system, is underway. It is quite important to
take into account the experience and knowledge obtained by the previous experiments,
mainly MEGA and the Crystal Box Collaborations. In addition the use of special calibra-
tion targets, like a liquid-hydrogen target for producing π0s through the charge exchange
process, has been duly noted and will also be taken into account carefully.
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2.3 The COBRA Positron Spectrometer

The COBRA (COnstant Bending RAdius) positron spectrometer consists of a magnet
specially designed to form a graded magnetic field, a drift chamber system to measure
the positron momentum, and scintillation counters to measure the positron timing. Its
schematic view with a typical trajectory of a 52.8-MeV positron is shown in Fig. 2.6.

Drift ChamberSuperconducting
Solenoid

e+ e+

1m

Timing Counter

Stopping Target

Drift Chamber

Muon Beam

Figure 2.6: Schematic view of the COBRA positron spectrometer.

2.3.1 Concept of the Spectrometer

Most of spectrometers makes use of solenoidal magnetic field to select charged particles’
momentum. In case of muon decay it can confine low momentum tracks within a certain
radius so that a large fraction of Michel positrons do not reach the track-detectors located
at large radii. However, as shown in Fig. 2.7(a), in a simple uniform solenoidal field such
as the one adopted in the MEGA experiment, positrons emitted close to 90◦ make many
turns in the tracking chamber, therefore causing problems in pattern recognition or even
disturbing a stable operation of the chambers. Also, the bending radius of positrons of a
given absolute momentum depends on the production angle, which makes it difficult to
select high momentum tracks, as shown in Fig. 2.7(b).

In order to avoid these problems, we have adopted a solenoid with a graded magnetic
field, which provides the central field of 1.27 Tesla at z = 0 and slowly decreasing field as
|z| increases. As shown in Fig. 2.7(c), the positrons emitted close to 90◦ are swept away
by this graded magnetic field much more quickly than in the case of the uniform magnetic
field.

The graded magnetic field is arranged such that monochromatic positrons from the
target follow trajectories with a constant projected bending radius independent of the
emission angle, as shown in Fig. 2.7(d): the bending radius is determined by the absolute
momentum and not by its transverse component. This allows us to define the absolute
momentum window of positrons to be detected by the drift chamber cells.
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(a) (b)

(c) (d)

Figure 2.7: Problems with an uniform solenoidal magnetic field and advantages of a graded
magnetic field: (a) r − z view of the solenoid shown with the trajectory of a particle
emitted at 88◦ making many turns inside the detector. (b) Trajectories of monochromatic
particles emitted at various angles. The bending radius depends on the emission angle.
(c) r−z view of the COBRA spectrometer shown with the trajectory of a particle emitted
at 88◦. The particle is swept away much more quickly than one in (a). (d) Trajectories
of monochromatic particles emitted at various angles. The bending radius is independent
of the emission angle.
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Figure 2.8: Rate of Michel positrons per cm2 per second as a function of radius assuming
a muon decay rate of 1× 108/s.

Fig. 2.8 shows the rate of Michel positrons estimated by Monte Carlo simulation. It
is shown in a unit of the rate per cm2 per second as a function of radius for a muon decay
rate of 1× 108/s. By placing the chamber at a radius larger than 20 cm the counting rate
can be contained to a level below the limit of stable chamber operation. It is important to
remark that the rates at the outermost radii are especially low, which facilitates reduction
of the background in the signal region.

2.3.2 Thin-wall Superconducting Magnet

The COBRA magnet consists of a main superconducting magnet and a pair of compensa-
tion coils which is adopted to reduce the stray magnetic field around the photon detector.
The superconducting magnet consists of five coils with three different radii; one central
coil, two gradient coils, and two end coils. A resistive (i.e. non superconducting) cable
will be used for the compensation coil. Fig. 2.9 shows the layout of the magnet coils.

The magnet is designed to form a graded magnetic field so as to achieve the good
features of the positron spectrometer as explained in the previous section.

The parameters of the COBRA magnet are listed in Table 2.4, whereas Fig. 2.10(a)
shows the contour plot of the calculated magnetic field distribution produced by the
COBRA magnet. The field intensity along the magnet axis is shown in Fig. 2.10 (b)
superimposed with measured values. The performance of the spectrometer and the stray
field around the photon detector were optimized by adjusting the diameter, length, and
current density of the coils. The five superconducting coils are connected in series and
the current density of the coil is controlled by changing the density of the cable winding
and operating current, as summarized in Table 2.4. A detailed description of the COBRA
magnet can be found in [35–37].

Within the acceptance of the photon detector (|θ| ≥ 70◦), the thickness of the magnet
is reduced to 0.197X0 so that the photons from the target, placed at the center of the mag-
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Figure 2.9: Design view of the coil and cryostat of the COBRA magnet.

net, can traverse. In order to achieve this thickness a high-strength aluminum-stabilized
conductor was specially developed [38,39].

The stray field produced by the superconducting coils, has to be reduced to a level
of 50 Gauss in the vicinity of the photon detector as will be described in later sections.
This is necessary since the photomultiplier tubes used in the photon detector would suffer
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Table 2.4: Parameters of the COBRA magnet.

Coil Central Gradient Inner end Outer end Compensation

Conductivity Super Super Super Super Resistive
Inner dia. (mm) 699.1 809.1 919.1 919.1 2210
Outer dia. (mm) 711.6 820.6 929.5 929.5 2590

Length (mm) 240.3 110.4 189.9 749.2 265
z of coil center

(mm)
0 ±235 ±405.4 ±874.95 ±1190

Layers 4 4 3 3 14

Turns per layer 267
123 (1st)

92(2nd-4th)
80

624 (1st-2nd)
92(3rd)

20

Turns (total) 1068 399 240 1548 280
Winding density

(Turns/m)
4444.4 3614.1 1263.8 2066.2 1056.6

Winding e-w
e-w(1st)

f-w(2nd-4th)
f-w f-w double pancake

Inductance(H) 1.64 0.62 0.35 2.29 0.54
Current (A) 360 360 360 360 360

Energy E (kJ) 106 40 23 148 35
Weight M (kg) 9 4 7 28 1620
E/M (kJ/kg) 11.8 10.0 3.3 5.3 0.02

Compensation coil

Liquid xenon
Central coil

Gradient coil
End coil

[Tesla]

Center of magnet |Z| [m]
0 0.2 0.4 0.6 0.8 1 1.2 1.4

B
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Figure 2.10: (a) Contour plot of the magnetic field produced by the COBRA magnet; (b)
Magnetic field along the magnet axis measured with a coil current of 200 A.

from gain variations as the applied magnetic field strength was changed. This would
lead to a performance degradation of the calorimeter and will be avoided by the use of
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the compensation coils. Fig. 2.11 shows a distribution of stray magnetic field around
the photon detector measured during excitation tests. The measurement was done at
50% operating current and the field strength shown in the figure is normalized to the full
operating current. It can be seen that the field strength in the photon detector region is
compensated as designed and well below requirement.

Excitation tests were carried out several times on site. Quench propagation was mea-
sured by inducing a quench via several methods as described in [35], enabling us to confirm
safe operation of the magnet.
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Figure 2.11: Stray magnetic field measured in the photon detector region in the excitation
test. The measurement was done at 50% operating current. The field strength shown in
this figure is normalized to the full operating current.
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2.3.3 Chamber System

Positron tracks are measured with 16 drift chamber sectors aligned radially at 10◦ intervals
in azimuthal angle. Each sector consists of two staggered arrays of drift cells, as shown
in Fig. 2.12.
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Figure 2.12: Cross-sectional view of a part of a chamber sector. It consists of two layers
of drift cells staggered by half-cell.

This staggered-cell configuration allows us to measure the r-coordinate and the abso-
lute time of the track simultaneously. It is expected that the difference between the drift
times (t1− t2) in the adjacent cells gives the r-coordinate of the track with 100− 200 µm
accuracy, while the mean time (t1 + t2)/2 gives the absolute time of the track with ∼ 5 ns
accuracy. This excellent timing resolution is important for the pattern recognition.

By the ratio of charges observed at both ends of a sense wire the z-coordinate along
the wire can be initially located with an accuracy of ∼ 1 cm. The chamber walls are made
of thin plastic foils. A thin layer of aluminum deposit on the four cathode foils is shaped
to make a Vernier pattern as shown in Fig. 2.13. By a comparison of the charges induced
on the two sets of Vernier pads of each cell it is possible to determine the z position with
an accuracy of about 300 µm as reported in [35]

The chamber sectors and the volumes between them are filled with 50% He − 50%
C2H6 gas mixture at 1 atm. Such a mixture is chosen to have sufficient ionization loss
in the gas (∼ 65 e−/cm for minimum ionizing particles) as well as to minimize multiple
Coulomb scattering of tracks (X0 ∼ 650 m). This mixture has proved to work well in
several existing experiments like BELLE [40] and BaBar [41]. The drift velocity saturates
at roughly 4 cm/µs for a relatively low electric field (∼ 1.5 kV/cm) [42].

Fig. 2.14 shows the structure of a chamber sector and an assembly of 16 sectors to
be inserted into the COBRA magnet. A foil of Kapton, 12.5 µm thick, is stretched on a
frame made of carbon fiber. An array of sense and potential wires are also strung between
the end-arms of the frame. Each frame with wires and foils is fixed to a support structure
made of G10, which is then fixed to the inner wall of the magnet cryostat.
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Figure 2.13: Structure of the cathode vernier strips.

2.3.4 Timing Counter

This detector is designed to measure the positron timing with a resolution better than
100 ps in FWHM and to be used in the trigger for selecting events containing a positron
coincident in time and collinear in direction with a photon identified in the photon de-
tector. Hodoscope arrays of plastic scintillators are placed on both ends of the positron
spectrometer to provide the positron timing and trigger signal.

Fig. 2.15 shows the configuration of the timing counter, which consists of scintillator
hodoscope and fiber bundle layers, orthogonally placed along φ and z directions, respec-
tively. Each scintillator hodoscope is viewed from both ends by two photomultipliers,
which measure the pulse heights as well as the arrival times of the scintillation light (tL
and tR) at both ends. The time difference tL − tR provide another measurement of the
impact point along the scintillator, while the mean time (tL + tR)/2 measure the absolute
impact time. For obtaining redundancy in z measurement a scintillating-fiber bundle layer
is equipped on each hodoscope layer. Each scintillating-fiber bundle (5mm × 10mm) is
viewed by avalanche photo-diodes from both ends.

Because the detector is located under the magnetic field of the COBRA magnet,
all the relevant devices must be operational under magnetic field. Due to this a fine-
mesh dynode type photomultiplier (PMT) with a 2-inch diameter is chosen for hodoscope
readout and the relative angle of the PMT to the magnetic field is carefully designed as
shown in Fig 2.16. Performance tests of a full-size prototype have been conducted in the
real COBRA magnetic field using a pulsed blue laser (60 psec pulse width) in order to
investigate the gain and transition time spread of the PMT, and light transmission in the
hodoscope.

As already mentioned above, an avalanche photo-diode (APD) will be employed for the
scintillating-fiber bundle readout. This is because the APD keeps a good response even
under the magnetic field due to its compact structure, and has better sensitivity to light
than the PMT although attention has to be paid to handle small amplitude signal due
to its lower gain. Vigorous studies on the APD is in progress to finalize the design in the
collaboration. It is also an important issue to develop readout electronics with minimum
amount of material in the magnet to avoid unexpected background to the photon detector
while keeping the signal quality.
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Figure 2.14: A sector of the drift chamber and an assembly of 16 sectors. Only 6 sectors
are shown in the assembly.
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Figure 2.15: Configuration of the timing counter.

Figure 2.16: Geometry of the timing counter hodoscope with PMTs.



Chapter 3

Liquid Xenon Scintillation Detector

We adopt liquid xenon scintillator as a detector material as described in Sec. 2.1. The
general properties of liquid xenon as a scintillation material and the technical details of
the design of the 100-liter prototype detector are described in this chapter.

3.1 Liquid Xenon Scintillator

As described in Sec. 2.1, the requirement for γ-ray detector in MEG experiment is quite
high. After some investigation, we chose liquid xenon (LXe) scintillator instead of crystal
scintillators such as NaI, CsI, BGO, and so on in order to detect 52.8 MeV γ rays with
accuracy. In this section, we describe the properties of the LXe scintillator as a detector
material to show the advantages of the use of LXe in the γ-ray detector in the MEG
experiment.

3.1.1 Why Liquid Xenon?

The requirements for the scintillator medium for the gamma-ray detector in the MEG
experiment are the following,

• Large light yield

• Short radiation length

• Short decay time

• Short rise time

Is there such a scintillator medium? In general scintillators can be classified into two
categories: organic and inorganic. Organic scintillators have fast response but have low
light yield. Inorganic ones have high light yield but have slow response. Table 3.1 shows
main features of various scintillators. For example PbWO4 has a short decay time but
a low light yield. NaI(Tl), BGO, and CsI(Tl) have high light yield but long decay time.
On the other hand LXe has good points of both organics and inorganics. LXe can be
considered the best scintillator for the γ-ray detector in the MEG experiment.

LXe has some other advantages. Because LXe is not a crystal, the shape can be
changed as we like and it is free from a problem of non-uniformity, cracks, and aging.

28
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Table 3.1: Properties of various scintillators.

LXe LAr NaI(Tl) CsI(Tl) CsI BGO PbWO4

Density (g/cm3) 2.98 1.40 3.67 4.53 4.53 7.13 8.28
Radiation length (cm) 2.77 14 2.59 1.85 1.85 1.12 0.89
Mollier radius (cm) 4.2 7.2 4.5 3.8 3.8 2.4 2.2
Decay Time (nsec) 45 6.7 250 1000 10 300 5

slow component 1620 36
Emission peak (nm) 178 127 410 565 305 410 440

slow component 480
Light yield relative to NaI 0.75 0.9 1 0.4 0.1 0.15 0.01

It is difficult for crystal scintillators to be purified again after starting experiments. In
case of LXe, it is possible to remove impurities at any moment. In fact, we developed a
circulation purification system for xenon, which will be detailed in Sec. 4.2.

3.1.2 Properties of Xenon

Chemical and physical properties of xenon are summarized in Table 3.2.
Disadvantage of LXe is that we have to keep it at low temperature. We overcome this

problem by using a vacuum-insulated cryostat and proper cooling system.

Table 3.2: Main properties of liquid Xe.

Material Properties Value & Unit Ref.

Atomic Number 54
Atomic Mass 131.29 amu [43]
Density at 161.35 K 2.98 g/cm3 [44]
Boiling point 165.05 K
Melting point 161.25 K
Temperature at triple point 161.30 K
Pressure at triple point 0.805 atm
Density at triple point 2.96 g/cm3

Gas/Liquid volume ratio 518.9 [45]
Radiation length 2.77 cm [46]
Critical Energy 14.5 MeV [47]
Moliere radius 4.2 cm [47]

Fig 3.1 shows the phase diagram of xenon. LXe is normally kept at 165 K and 1.3 atm
in our detector. In this figure it can been seen that the temperature range of the liquid
at 1.3 atm is narrow. A stable and powerful cryogenic system to keep the liquid stably is
a key technology in the LXe detector. The cryogenic system in the 100-liter prototype is
based on a cooling with a mechanical refrigerator and liquid nitrogen and is described in
detail in Sec. 3.5
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Figure 3.1: Xe phase diagram.
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3.1.3 Scintillation of LXe

LXe has been known as a good medium for scintillators. Since the late 1970s, many new
devices with liquid rare gas have been proposed and developed in the fields of elemen-
tary particle physics, nuclear physics, and astrophysics experiments. Properties of xenon
scintillation are listed in Table 3.3. Some properties of xenon scintillation are not yet
understood well.

Table 3.3: Scintillation photon of LXe.

Properties Value & Unit Ref.

Emission peak 178 nm [48,49]
Spectral width 14 nm [48,49]
Refractive index 1.57 to 1.72 [50–53]
Wph for 1 MeV electrons 21.6 eV [54]
Wph for α particles 17.9 eV [54]
Decay time (recombination) 45 ns [55]
Decay time (Fast Components) 4.2 ns [55]
Decay time (Slow Components) 22 ns [55]
fast : slow 1 : 0.43 [55]
Absorption length > 100 cm Chap. 4
Scattering length 29 cm to 50 cm [56–59]

The spectrum of LXe scintillation light has a single peak at 178 nm. The wavelength
is slightly shorter than that of gaseous xenon (GXe).

Decay of LXe scintillation signal has two components: fast component and slow com-
ponent. The fast and slow component is related to the light emission process:

Xe∗ + Xe + Xe → Xe∗2 + Xe, (3.1)

Xe∗2 → 2Xe + hν, (3.2)

where Xe∗ is the first excited level of xenon, and hν is VUV scintillation photon. The
recombination process is presented by

Xe+ + Xe → Xe+
2 , (3.3)

Xe+
2 + e → Xe∗∗ + Xe, (3.4)

Xe∗∗ → Xe∗ + heat, (3.5)

Xe∗ + Xe + Xe → Xe∗2 + Xe, (3.6)

Xe∗2 → 2Xe + hν, (3.7)

where Xe+ is a singly-ionized xenon, and Xe∗∗ is the second excited level. In both pro-
cesses, the excited dimer (excimer) Xe∗2 is de-excited to the dissociative ground state by
emitting a single VUV photon since the energy gap between the lowest excited level and
the ground state is so large that there is no decay channel such as non-radiative transition.

It is impossible for Xe scintillation photons to be re-absorbed by Xe molecules. since
they are not emitted by the excited state Xe∗ but by the excimer Xe∗2 [55]. This means
that the scintillation photons are not absorbed by xenon itself.
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Fig. 3.2 shows a cross section and mean free path of photon in xenon. The mean free
path is 4.8 cm for 52.8 MeV and the maximum of mean free path is about 10 cm. In
order to let 52.8-MeV gamma rays deposit their whole energy, the detector depth has to
be 50 cm at least, being estimated from a simulation.
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Figure 3.2: Photon cross section of Xe atoms (upper) and mean free path in LXe when
its density is 2.98 g/cm3 (lower).
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Fig. 3.3 shows a typical LXe scintillation signal from γ-ray of 320 keV. In this figure
a typical NaI(Tl) signal is also shown for comparison. It is clearly seen that the rise and
decay time of LXe signal are much shorter than NaI(Tl) signal. LXe signal has the rise
time of less than 10 nsec and the pulse settles down to ground level typically in 200 nsec.
The short rise time and decay time of the signal are quite important features of the
LXe scintillator for precise timing measurements and minimizing pile-up under high rate
background, respectively.

Fig. 3.4 shows signals of the LXe scintillator from various kinds of particles. It can be
seen that the decay time strongly depends on the particle type. This indicates that it is
possible to discriminate particle type using pulse shape.
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Figure 3.3: Typical LXe scintillation signal from 320 keV γ. A NaI(Tl) scintillation signal
is also shown. The unit of PMT output is arbitrary. The pulses are normalized in the
pulse height for comparison.

3.2 Strategy of Development of LXe Detector

We constructed two prototypes for demonstrating the performance of the planned LXe
γ-ray detector in the MEG experiment. For comparison the specifications of the two
prototypes and the planned final detector are summarized in Table 3.4.

Table 3.4: Three versions of LXe scintillation detectors.

Prototype Final design
Type 10-liter 100-liter 1000-liter

Fiducial volume 2.34 liter 68.6 liter ∼800 liter
Shape rectangular rectangular C-shape
PMT 32 228 ∼800
Cooling method LN2 refrigerator+LN2 refrigerator+LN2

γ-ray energy for testing up to 1.8 MeV up to 128 MeV up to 128 MeV
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Figure 3.4: Decay curves of scintillation signals from LXe measured for electrons, α
particles, and fission fragments. [60]

The details of the 10-liter prototype are described in Appendix A. We constructed a
larger prototype with 100-liter liquid xenon after the feasibility study with the 10-liter
prototype in order to evaluate the performance achievable in the final detector with more
realistic conditions. The details of the design and the performance of this larger prototype
(100-liter prototype) are described in the following sections.
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3.3 100-liter Prototype of LXe Scintillation Detector

The energy of γ-ray source used in the tests with the 10-liter prototype was limited up to
∼1.8 MeV because of its small volume and the system such as cryostat and vessel, and
PMT holding frame were simplified and specialized for the 10-liter prototype.

On the other hand the 100-liter prototype can be considered to be a detector with the
same scale as in the final detector except for its limited acceptance.

The purposes of the 100-liter prototype can be summarized as follows,

• Evaluate detector performance with hinger-energy γ rays

• Introduce cryogenic system based on a mechanical refrigerator

• Study the long term stability of the detector

• Develop the slow control system for stable operation of the detector

• Develop a purification system.

A schematic view of the 100-liter prototype detector is shown in Fig. 3.5. It has
an active volume of 372 × 372 × 496 mm3 (69 `) viewed from all sides by 228 PMTs
assembled into a rectangular shape (Fig. 3.6). The cryostat consists of thermal insulated
vessels equipped with a pulse tube refrigerator [61,62] and a liquid nitrogen cooling pipe.
Several sensors are used inside the vessels for monitoring temperatures and pressures.

For avoiding interactions of γ-rays before the active volume of the detector the inci-
dence face should not be massive. A thin aluminum plate and a honeycomb window made
of stainless steel are used as an entrance window. Only 0.01% of incident gamma-rays in-
teract in this entrance window. Thickness of the material used in the front face including
the PMTs and the holder is as thin as 0.24 X0 within the entrance window as illustrated
at the bottom of Fig. 3.5.

The signals from the PMTs are taken out of the cryostat with a high-density feed-
through which was originally developed for the liquid argon calorimeter in ATLAS exper-
iment [63].

In order to reduce the amount of the liquid the space outside the active volume is
stuffed with hollow fillers made of SUS and aluminum plates.

The detector is equipped with 8 blue LEDs and four 241Am α sources, two LEDs
and one α source on each lateral face, for PMT calibration. Three pairs of trigger coun-
ters (TC1, TC2, and TC3) are placed above and below the vessel to select cosmic ray
muons traversing the LXe for various tests.
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Figure 3.5: Schematic view of the 100-liter prototype of the LXe scintillation detector.
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Figure 3.6: (a) Schematic view of the PMT holder. (b) Picture of the PMT holder in the
100-liter prototype detector from the front. Front face structure is mainly made of G10
and acrylic.
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3.4 Photomultiplier

Photomultiplier (PMT) is the most essential item in the LXe detector. The PMTs are
immersed in the LXe to collect as many scintillation photons as possible. The requirements
for the PMT in the LXe detector can be summarized as follows:

• Operational at LXe temperature (165 K).

• VUV-sensitive photo-cathode.

• VUV-transparent window

• Pressure-proof up to 3 atm.

• Compact

• Low out-gassing.

We have been developing the PMT to meet these severe requirements in cooperation
with HAMAMATSU photonics. The properties of the PMT (HAMAMATSU R6041Q)
used in the 100-liter prototype are summarized in Table 3.5. Fig. 3.7 illustrates the charge
multiplication process in the metal channel dynode PMT. The voltage divider circuit of
the R6041Q is shown in Fig. 3.8.

Table 3.5: The properties of the PMT (R6041Q). These are typical values.

Properties Value
Size 2 inch (51 mm)
Dynode type Metal channel
Number of Dynodes 12
Photocathode material Rb-Cs-Sb
Active Area Diameter 45 mm
Window Synthetic quartz
Typical HV 900 V
Typical Gain 1× 106

Dark Current 5nA
Rise Time 2 nsec
Transit Time 12.5 nsec
Transit Time Spread (TTS) 0.75 nsec
Cathode Radiant Sensitivity 74 mA/W
Cathode Luminous Sensitivity 200 A/lm
Anode Luminous Sensitivity 70 A/lm

Since the LXe detector will be placed close to the magnet, the PMT used in the LXe
detector have to work under the fringing field from the magnet.

Fig. 3.9 shows the relative output of the PMT as a function of the magnetic field [64]
where the z-axis is defined by the PMT axis. The output degradation due to the magnetic
field strongly depends on the direction of the applied magnetic field with respect to the
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Figure 3.8: Voltage divider circuit of R6041Q.

tube axis. There is a strong dependence even on the direction on the photo-cathode plane
due to the structure of the dynodes. The maximum allowed strength of the magnetic
field is 150 Gauss and 50 Gauss for the perpendicular and parallel directions to the tube
axis, respectively. The maximum allowed strength is defined as the field strength which
reduces the relative gain of the PMT by 50%.

As mentioned in Sec. 2.3.2, we succeeded to reduce the fringing field from the magnet
down to 50 Gauss level in the LXe detector region by canceling the field using compen-
sation coils.
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Figure 3.9: Relative output of R6041Q to be used in the LXe detector as a function of
the applied magnetic field. The z-axis is defined by the PMT axis here.

3.5 Cryogenics

As described in Sec. 3.1.1, the temperature range of LXe at a reasonable pressure is rather
narrow. Stable and powerful cryogenic system is indispensable for the proper operation
of the LXe detector.

As shown in Fig. 3.5, the 100-liter prototype has a cryostat composed of pulse tube
refrigerator, thermally insulated vessels, and cooling pipe for liquid nitrogen. The inner
vessel is isolated from outside by vacuum of 10−4 Pa ∼ 10−3 Pa for thermal insulation.
By using multi-layer super-insulation foils in the insulation vacuum, heat inflow due to
thermal radiation is reduced down to 24 W which is well below the cooling power of the
cooling system based on the refrigerator and the liquid nitrogen cooling pipe.

A new pulse tube refrigerator was developed for the 100-liter prototype [65] (Fig. 3.10).
The remarkable features of the refrigerator are summarized below.

• Easy to use

• Effective direct re-condensing

• Compact cooling part

• No cryogen required

• No sub-cooling required
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• Quiet environment

• Eco-friendly

• Possibly long life

The refrigerator consists of two parts: helium compressor (LEYBOLD Coolpak series)
and cold head (developed in KEK). The compressor can be placed several meters away
from the cold head installed on the top flange of the cryostat. The refrigerator produces
much less noise because there is no mechanical moving part around the cold head. The
specifications of the refrigerator are listed in Table 3.6. The refrigerator has a cooling
power of 70 W at 165 K which is well above the heat load in the cryostat of the 100-liter
prototype (Table 3.7).

Figure 3.10: Pulse tube used in the refrigerator of the LXe detector. The right is the pulse
tube for the 100-liter prototype with a cooling power of 70 W at 165 K. The left is the
latest version which will be used in the final detector and its cooling power is improved
up to 190 W at 165 K.

As shown in Fig. 3.5, the cryostat is also equipped with the cooling pipe in the inner
vessel where liquid nitrogen can flow. The liquid nitrogen cooling pipe is only used for
the liquefaction of xenon and also in case of emergency such as a power cut. During the
normal operation of the detector, the LXe is cooled only by the refrigerator.
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Table 3.6: Refrigerator performance.

Cooling Power at 165 K 70 W
Surplus Power 20 W
Compressor Power 2.2 kW
Compression Cycle 2.2 Hz
Coefficient of Performance (COP) 3%

Table 3.7: Heat load in the cryostat of the 100-liter prototype.

Static PMT Cable Total

heat Load [W] 24 16 10 50

3.5.1 Operation

The vessel of the 100-liter prototype has to be filled with ∼120 liter LXe in total. Some
preparations are needed to bring the 100-liter prototype into operational conditions, and
it normally takes half a month to complete all the processes of the preparation.

All the processes of the cryogenic operation are monitored and controlled by the slow
control system based on the MSCB [66]. The control software was developed with Lab-
VIEW [67] as shown in Fig. 3.11.

Evacuation: Both the inner and outer vessels are initially evacuated. The best pro-
cedure for removing water adsorbed in the materials inside the vessel would be to bake
the inner vessel above 200 ◦C. The baking temperature for the inner vessel is, however,
limited up to 70 ◦C because of the temperature tolerance of the PMTs and acrylics inside
the inner vessel. After the continuous evacuation for about ten days the inner pressure
reaches 10−3 Pa.

Pre-cooling: A pre-cooling phase then starts in order to cool the inner vessel down
to 165 K prior to liquefaction. The inner vessel is filled with gaseous xenon (GXe) of
0.2 MPa, and then cooled by both the liquid nitrogen cooling pipe and the refrigerator
for a whole day.

Liquefaction: Xe is liquefied by using the liquid nitrogen cooling pipe after the inner
vessel is sufficiently pre-cooled. The GXe is purified with a gas purifier (SAES Getter [68])
and molecular filters (Oxisorbs [69]) before entering the inner vessel and getting liquefied.
The gas purifier can adsorb various contaminants in the GXe such as H2O, O2, CO2, N2,
and CH4 down to a ppb level. The molecular filter can adsorb oxygen. It usually takes
two days to complete the liquefaction. The vapor pressure is kept constant by controlling
the flow of the GXe and flow of of liquid nitrogen in the cooling pipe.

Keeping LXe: After the liquefaction, the LXe is maintained at 165 K and 1.3 atm
mainly by the pulse tube refrigerator.
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During the beam tests at the AIST we kept the LXe stable over about 2000 hours.

Recovering and Warming-up: After the detector operation the LXe is recovered to
a storage tank. The refrigerator is turned off and the outer vessel is filled with heat
exchange gas (gaseous nitrogen) to accelerate the LXe evaporation, and a heater under
the PMT holder is switched on. The tank is cooled down by liquid nitrogen in order
to re-condense the xenon from the detector vessel. The recovery and warming-up of the
cryostat take two and four days, respectively.

Figure 3.11: Control software of the cryogenic system of the 100-liter prototype developed
with LabVIEW.
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3.6 Monte Carlo Simulation

The Monte Carlo (MC) simulation for the 100-liter prototype detector was coded based
on GEANT3 [70]. This simulation has run modes such as γ-rays, cosmic muon rays, and
α particle in order to compare with measured data. Since GEANT3 can not simulate
transportation of scintillation photons, we coded a ray-tracing routine for scintillation
photons. The routine has some features. In the MC simulation, every scintillation photo
has each wavelength which obeys a Gaussian distribution, and for each photon Rayleigh
scattering and absorption length in LXe, reflectance and transmittance to quartz are
defined according to the wavelength. Tab. 3.8 shows the parameters and their values
in the MC simulation. An example of simulation event for 40-MeV γ ray is shown in
Fig. 3.12. In this thesis the MC simulation was employed especially for estimation of QE.

Table 3.8: Parameters and values in the MC simulation for the 100-liter prototype detec-
tor.

Parameter Value

Wph(α) (LXe) 18.1 eV
Wph(α) (GXe) 18.1 eV
Wph(e) (LXe) 21.6 eV

Scintillation Spectrum 178 nm ± 2.1 nm (1σ)
Refractive index of xenon 1.62

Rayleigh Scattering Length 45 cm
Absorption Length (LXe) 1 m

Quantum efficiency 5%
Transmissivity of 2.5-mm Quartz 0.792

Refractive index of quartz 1.58
Absorption Coefficient on PMT holder 1.0 (no reflection)

y

z

Converted:       0.00    0.00    6.02

Figure 3.12: An example of MC simulation for 40 MeV γ ray. In this event the first
conversion depth is at 6 cm from the PMT surface of the incident face.



Chapter 4

Purification and Absorption Length

LXe should in principle be transparent to its own scintillation light thanks to the scintil-
lation mechanism through the excimer state Xe∗2 [55] as mentioned in Sec. 3.1.3. However
possible contaminants in LXe, such as water and oxygen at ppm level, considerably absorb
scintillation light [71,72]. Such contaminants have to be minimized in the LXe of our de-
tector because the loss of the scintillation light will deteriorate the detector performance.
We, therefore, developed a circulation-purification system for the 100-liter prototype. In
this chapter we describe the performance of this purification system and discuss the im-
pact of transparency of LXe on the expected performance of our detector for 52.8MeV
γ-ray.

4.1 Optical Properties of LXe

Firstly we discuss the optical properties of LXe that are of interest for a scintillation
detector. The main optical properties of LXe are listed in Table 4.1.

Table 4.1: Optical properties of LXe.

Material Properties Value & Unit Ref.
Refractive index at scintillation wavelength 1.6− 1.7 [50,53,73]
Peak scintillation wavelength 178 nm [48,49]
Scintillation spectral width (FWHM) ∼ 14 nm [48,49]
Absorption length λabs > 100 cm present work
Scattering length λsca 29 - 50 cm [53,56–58,73]

Light attenuation in LXe can be described by the attenuation length, λatt, as defined
in the equation, I(x) = I0 e−x/λatt . The attenuation length consists of two separate
components, the absorption length, λabs, describing real absorption and loss of photons,
and the scattering length, λsca, that represents elastic scattering of photons without any
loss. For the elementary photon scattering they are related by: 1/λatt = 1/λabs+1/λsca.
For an actual photon beam one must take into account the fact that photons can be
forward scattered. In our case the elastic scattering is dominated by Rayleigh scattering,
therefore λsca may be regarded as the Rayleigh scattering length, λRay. The knowledge of
refraction index n in the region of the xenon VUV light emission is also relevant.

45
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The most important among these parameters for the detector performance is the
absorption length λabs, since the energy measurement relies on the total number of scin-
tillation photons detected by the PMTs that surround and view the LXe volume from all
sides and is therefore not affected by photon scattering.

The experimental knowledge of these quantities, λatt, λabs, λsca and n for pure LXe
is poor. Especially no measurement of λabs has been made before. There are also some
discrepancies among the available experimental data, which might partly be explained by
the degree of purity of the LXe. As we shall show later, small amounts of VUV absorbing
molecules like H2O or O2, at the level of a few parts per million, can dramatically change
LXe optical parameters. Thus a reliable determination of optical parameters necessarily
requires monitoring the level and the stability of the xenon purity. In addition a size
of the LXe volume comparable to the absorption/scattering lengths is needed to make a
reasonable measurement of these lengths.

Considering the scintillation mechanism of LXe through the excimer state Xe∗2 [55],
absorption in pure LXe is improbable, i.e. λabs∼ ∞; any absorption is thus caused by
VUV absorbing impurities. In this paper we report the first measurement of λabs using
our prototype and present a significant lower limit.

In contrast to the situation for LXe, better information is available for gaseous xenon
(GXe) at various pressures both for visible and VUV light [74–76]. One can then examine
if optical properties for LXe can be derived from those for GXe, although this might imply
a daring extrapolation in terms of density. For a non-polar gas like xenon, however, this
extrapolation proves to be valid [53]. One has to ascertain up to which value of photon
energies the extrapolation maintains its validity. This point was further investigated by
us [77]; the extrapolation is reliable up to a photon energy of 8.1 eV. At higher energies
and closer to the first xenon absorption line at 8.3 eV the extrapolation is no longer
valid. Our prediction for the value of the LXe refractive index at its emission line (7 eV
corresponding to the wavelength of 178 nm) is n = 1.65± 0.03. Most of the information
obtained for GXe in various physical conditions can be used for reliably predicting other
LXe optical properties [77]. Here we restrict the discussion to the relation between two
quantities: n and λRay.

For a dense fluid like LXe λRay depends on density and temperature fluctuations of
the medium, according to the Einstein’s expression [78]:
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where ε is the dielectric constant, κT is the isothermal compressibility, cv is the specific
heat at constant volume and K is the Boltzmann’s constant.

Since xenon is a non-polar fluid, the second part of Eq. 4.1 comes out to be negligible
[44, 53, 79]. The derivative appearing in the first part of Eq. 4.1 can be computed from
the Clausius-Mossotti equation:

ε(ω)− 1

ε(ω) + 2
=

4π

3

NAα(ω)ρ

M
, (4.2)

where NA is the Avogadro’s number, α(ω) is the molecular polarizability and M is the
molecular weight. The Einstein’s equation reduces then to:
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This equation establishes therefore a useful relation between the index of refraction in
pure LXe and the Rayleigh scattering length.

4.2 Xenon Purification

In Fig. 4.1 (a) the absorption coefficients for VUV light are shown for 1 ppm contamination
of water vapor [80] and oxygen [81]. The absorption spectra of water and oxygen largely
overlap with the xenon scintillation spectrum. Given these absorption coefficients and
neglecting the scattering (λabs<λRay), we calculated the light intensity as a function of the
distance from the light source for various concentrations of the contaminant. The result
is shown in Fig. 4.1 (b) and (c). Apparently water is the most dangerous contaminant.
Since water tends to absorb light with shorter wavelengths, only a component with longer
wavelengths survives for a long distance. This might explain the discrepancies among
the measurements of the LXe refractive index n, as n varies rapidly as a function of the
wavelength in the vicinity of the scintillation wavelength.

As we already noted in Sec. 3.5.1, xenon is well purified before filling the detector
vessel, but some inner components of the prototype are made of G10 and acrylic that are
known to absorb and desorb water. During the initial stage of the prototype operation,
a strong absorption of scintillation light was observed.

We investigated on the residual gas in the inner vessel of the 100-liter prototype by
means of mass spectroscopy. A quadrupole mass spectrometer [82] was used in this gas
analysis. The result is shown in Fig. 4.2. There are several peaks and they correspond to
He (mass number=4), H2O (18), N2 (28), O2 (32), and CO2 (44). The peak at Mass = 65.5
corresponds to doubly ionized xenon Xe++. It was found that water contamination was
the dominant in the vessel while the oxygen concentration was an order of magnitude
smaller. The level of other VUV absorbing contaminants such as hydrocarbons was more
than two orders of magnitude smaller. We concluded that water at the ppm level seemed
to be desorbed from the detector material into LXe.

We therefore introduced a circulation-purification system in the 100-liter prototype as
schematically shown in Fig. 4.3, to remove the water. In this system, xenon, taken from
the bottom of the vessel through the Teflon tube and evaporated by the heat exchanger, is
pumped by a diaphragm pump and circulated through the gas purifier and the molecular
filter, and is finally condensed back into the detector. The flow rate of GXe is about
500 cm3/min, hence the whole volume could be circulated in a few month time. We also
carried out various tests to study the purification process, such as stopping or changing
the flow rate and bypassing the purifiers or the filters.

4.3 Absorption Length Estimate

Purification was continuously performed for over 1200 hours. To evaluate and monitor
light absorption in LXe separately from Rayleigh scattering during purification, we used
cosmic ray muons as well as the α sources.

The total number of photoelectrons collected by all the PMTs (Npe) for each cosmic
ray event, being sensitive only to the loss of the scintillation photons, is a good measure
of the light absorption. Note that cosmic rays triggered by pairs of scintillation counters
TC1, TC2 and TC3 (Fig. 3.5) traversed vertically the front, middle and back parts of the
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Figure 4.1: (a) Absorption coefficient for VUV photons in 1 ppm water vapor and oxygen.
The Xe scintillation spectra is superimposed. (b) Light absorption calculated for various
concentrations of water in LXe, where the source of scintillation photons is placed at
d = 0, and I/I0 is relative intensity of scintillation photons at a distance from the source.
(c) Light absorption for oxygen.

detector. In Fig. 4.4 (c), the number of photoelectrons (Npe) is plotted as a function of
time for the cosmic rays triggered by TC2. It increased by a factor of four in about one
month (700 hours) and almost saturated. Fig. 4.4 (a) and (b) show spectra of the total
Npe for cosmic rays before and after the purification, respectively. In a more careful study
the number of photoelectrons collected by the front (or back) PMTs were compared for
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Figure 4.3: Setup for circulation and purification of xenon.

the events triggered by TC1, TC2 and TC3. A comparison with a Monte Carlo simulation
indicates that λabs increased from ∼ 10 cm to above 1 m.
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Fig. 4.5 (a) shows spectra of the total Npe for α particle events before and after the
purification. In Fig. 4.5 (b) the relative changes in the α peaks of the PMTs located at
certain distances (7.6 cm and 11.6 cm) from the α sources are plotted. For the PMTs
at a longer distance, the PMT outputs increased much more significantly and saturated
slightly later, just as expected for the light absorption in LXe, e−x/λ with increasing λ.
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Figure 4.4: (a) A number of photoelectrons before the purification and (b) after the
purification (c) Light yield transition for cosmic-ray muon events. The deposit energy for
minimum ionizing particles (MIP) is approximately 155 MeV from the MC simulation.

We first made a crude estimate of the Rayleigh scattering length by using the PMTs
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located on the same face as the α source; these PMTs can not directly see the scintillation
light from the α particles but only the scattered light. Although ambiguities in reflection
of scintillation photons on the walls do not allow a more accurate estimate, our data prefer
values of λRay= 40 - 50 cm, which are consistent with the numbers currently available in
the literature [53, 56–58,73].
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Figure 4.6: The PMT outputs normalized either to those in the GXe data (a) or to the MC
simulation without absorption (b) are plotted as a function of the source-PMT distance
at the beginning (open circle) and after purification (closed circle). The solid lines are
fitted results.

To evaluate the absorption length λabs, we compared the PMT outputs in the LXe
to those in the GXe and to a Monte Carlo simulation with no absorption and a variable
λRay. Note that both absorption and scattering are negligible in the GXe. In Fig. 4.6 the
PMT outputs normalized either to those in the GXe (a) or to the MC simulation with
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λRay= 45 cm (b) are plotted against the source-PMT distance. Here the distributions at
the beginning of purification (open circles) and after one month of purification (closed
circles) are compared. The evident exponential decline at the beginning almost vanished
after purification. Note that the slopes are steeper in the GXe normalized plots because
they also contain the effect of scattering which is not canceled by normalizing to the GXe
data.

These distributions were then fitted with exponential functions. From the comparison
with the GXe data an effective attenuation length of 54+14

−9 cm was obtained after the
purification. This effective length contains the effects of both the absorption and the
Rayleigh scattering. Since the scattered photons are not totally lost but may be detected
by other PMTs, the obtained effective attenuation length is longer than λattand, especially
if λabsÀλRay, it is longer than λRay. Note that the LXe/GXe ratio is larger than unity
since the ratio of the scintillation yields in LXe and GXe is approximately 2.7 [83].

The comparison with the simulation does not show a significant slope. We used this
result to establish a lower limit on the absorption length λabs of 91 cm at 90% confidence
level or 80 cm at 95% confidence level, where λRay was varied from 30 cm to 50 cm in the
simulation. Before the purification λabs was 12.0± 1.8 cm. We conclude that the level of
water content after the purification was much lower than 100 ppb.

After successful purification of LXe under the operational conditions, efforts have been
focused on reducing the initial amount of water contamination in the vessel. We replaced
most of the acrylic parts with Teflon to suppress out-gassing in the inner chamber, which
resulted in an initial absorption length λabs of 30 cm in the subsequent operation. A lower
limit on the absorption length λabs of 100 cm at 90% confidence level was then achieved
in a much shorter time of xenon purification, in about 300 hours.

We are also developing a liquid-phase purification system with a fluid pump to increase
the purification efficiency. In such a system the circulation speed could be increased up
to 100 `/hour of LXe, more than 1000 times faster than the current system.



Chapter 5

Performance of the 100-liter
Prototype

5.1 Motivation

The γ-ray energy from the µ → eγ decay is just 52.8 MeV, whereas energy of γ rays of
backgrounds in MEG experiment, for instance γ rays from the Michel decay, is never more
than 52.8 MeV. Therefore the LXe detector should have an excellent energy resolution in
the energy region of around 50 MeV. Moreover, good energy, position, and time resolutions
are required in order to recognize pile-up events of accidental backgrounds.

In order to verify the performance of the LXe detector, a beam test was carried out
with the 100-liter prototype by using γ-ray beam up to 40 MeV from a laser Compton
scattering (LCS) facility. Based on the obtained result we can estimate the expected
performance of the final LXe detector to be used in the MEG experiment. It is also
quite important to develop Monte Carlo simulation by using measured data with a simple
configuration of PMTs, as employed in the 100-liter prototype, compared to the final
detector. Furthermore it is also possible to mimic the PMT configuration of the final
detector, curved C-shape geometry, by masking whole PMTs on certain plane of the
detector. Estimating the efficiency and evaluating how the detector performance deterio-
rates when we place additional material, in front of the entrance window, with equivalent
thickness to that of the COBRA magnet is another issue to be examined in this test.
These provide essential information to the design work of the final LXe detector.

It must be mentioned that another kind of beam test was performed later on this work
by using γ rays from π0 decays produced in the charge exchange process (π−+p→ π0 +
n) and from the radiative capture process (π−+p→ γ + n). In this test it is possible to
evaluate the detector energy resolution by using almost monochromatic γ rays up to 129
MeV while in LCS beam the resolution has to be evaluated by the shape of the sharp edge
of γ-ray spectrum below 40 MeV. Nevertheless conducting the test by using the LCS beam
is significant because the detector can be radiated with pure γ-ray beam with reasonable
intensity necessary to evaluate position resolution with a collimator. Note that thanks to
the beam purity it is not necessary to consider the effect of possible background sources
like slow neutrons.

In this thesis the result from the π0 beam test is not mentioned in detail. All perfor-
mance evaluation and consideration on the final detector performance rely on the results
obtained in the LCS beam test.

53
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5.2 Laser Compton Scattering beam test at AIST

For evaluating the performance of the LXe detector, a beam test was performed in April
2004 by using γ rays from laser Compton scattering (LCS) provided at the electron
storage ring, TERAS, at National Institute of Advanced Industrial Science and Tech-
nology (AIST) in Tsukuba, Japan. Fig. 5.1 shows a schematic view of TERAS. In the
TERAS facility, there are several beam lines to provide synchrotron radiation light and
soft X-ray. Among these there is a beam line, shown as LCS-1 in the figure, where high
energy γ-ray beam can be delivered.

In the TERAS facility electron acceleration and storage is done in the following way.
Electron beam of 310 MeV provided from a linear accelerator is injected into TERAS
up to 30 to 250 mA . Then injection is terminated and stored electrons in the ring are
started to be accelerated to ∼800 MeV by RF powers. When electron energy reaches a
target value, the operation mode is switched from acceleration mode to storage mode.
It is possible to store electrons stably with a life time of 8 hours in normal operating
condition. Electron injection into TERAS is usually performed twice a day. The ring
parameters for TERAS are summarized in Tab. 5.1. Electron energy in TERAS was set
to be 764 MeV in this test.
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Beam Position

0 1 2 [m]

Vertical
Compensation

Magnet BL1−B

BL2A

BL−Q2
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LCS−3
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Figure 5.1: Schematic view of TERAS.

In the LCS-1 beam line laser photons are generated by Nd:YAG pulse laser. Its
fundamental wavelength is 1064 nm and it can be converted to the second harmonic of
532 nm and the fourth harmonic of 266 nm for providing higher energy γ-ray beams.
The laser photons are guided to the collision point in the TERAS ring by a half-mirror
and collide head-on with electrons. Through Compton scatting on an electron, a laser
photon receives most part of the electron energy and boosted back in the direction of
initial electron beam. The energy of the LCS γ rays can be set up to 40 MeV by changing
the laser wavelength and/or the electron energy in TERAS. The properties of laser and
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Table 5.1: Ring parameter and laser properties for LCS beam.

Circumference 31.45 m
Bending radius 2.0 m
RF frequency 171.682 MHz
Max. stored current 350 mA
Energy range 200 MeV to 800 MeV

Storage ring Energy in this test 764 MeV
Energy spread (σ) 0.48% (3.7 MeV)
Typ. storage time 8 hours for 100 mA
Angular divergence (σ) 0.115 mrad
Horizontal bunch size (σ) 1.55 mm to 2.2 mm
Vertical bunch size (σ) 1.0 mm
Lasing wavelength 266 nm, 532 nm, 1064 nm

Laser photon Energy spread (FWHM) 0.002%
Angular divergence (σ) 0.5 mmrad
Beam size unknown

10.32±0.10 MeV
Compton edge energy 20.37±0.20 MeV

(Error in σ) 39.67±0.38 MeV

the LCS beam are also shown in Table 5.1. Fig. 5.2 shows a picture of the experimental
setup around the collision point.

It must be remarked that the LCS beam is not monochromatic but has an energy
spread determined by the scattering angle of photons (and by relative angle between the
laser photon and electron before collision). The energy spectrum of the LCS γ rays F (Eγ)
can be approximately written as [84]:

F (Eγ) = N

{(
Eγ − EC

2

)2

+
E2

C

4

}
, (5.1)

where N is the normalization factor and Eγ is the γ-ray energy. This expression can be a
good approximation if the energy of Compton edge EC is much smaller than the electron
energy. The EC is determined by the energy of laser photon El as

EC =
4γ2El

1 +
4γEl

me

, (5.2)

where γ is the relativistic factor of the incoming electron and me is the electron rest mass.
In this test, in order to define the incident spot on the detector and to select the γ-ray

energy two collimators were placed between the collision point and the LXe detector as
shown in Fig.5.3. They also served for excluding low energy γ rays from synchrotron
radiation that cannot be eliminated completely since the scattering point is set in a
bending section in the ring. The effect of the collimator on the incident γ-ray spectrum
is estimated by a simple Monte Carlo simulation as shown in Fig. 5.4. It can be seen that
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by placing a smaller size collimator in front of the detector the spectrum given in Eq. 5.1
becomes narrower while the sharp Compton edge remains. In this thesis, the data with
the 1-mmφ collimator was used for analysis because no differences between results with
1-mmφ and 2-mmφ collimators were seen.

Figure 5.2: Setup for LCS beam. When the laser is green (532 nm), the energy of LCS γ
rays is 20 MeV.
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Figure 5.3: Experimental setup in TERAS beam test.
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5.3 Trigger and Data Acquisition

The data flow in the data acquisition is shown in Fig. 5.6. There were two groups of
PMT signals. The one is composed of signals from 128 PMTs located around the front
face of the detector. These PMT signals are recorded both in ADC and TDC. The other
consists of signals from remaining 100 PMTs located rather back in the PMT supporting
holder. These PMT signals are recorded only in ADC. Signals from the 128 PMTs were
also utilized to provide trigger information for the acquisition system. Signal splitters
were prepared to split PMT signals to ADC and discriminators. Discriminator output
was utilized both for TDC input and trigger decision. The splitter is custom made for
the MACRO experiment and possible to pass analog signal with a bandwidth of 100MHz.
The threshold level for each channel in discriminators was set to be minimum, that is,
-10 mV which is the minimum level in the discriminator. This discriminator module can
provide information about the number of hit channels (Nhit) above the threshold. In the
trigger system another parameter Ndiscri was implemented. If Nhit of one discriminator
is 2 or more, the Ndiscri is incremented, enabling us to count the number of fired PMT
cluster. Cluster definition is illustrated in Fig. 5.6.

The TDC was operated in the common start mode. Timing jitter of the PMT signals
relative to the trigger start timing was typically 50 nsec, which could be handled with the
electronics time window without any significant problem.

Signals to ADC module were fed through 210-nsec cable delay so as to be entirely
included in 600-nsec ADC gate. The width of ADC gate was set to be 600 nsec in every
run mode to contain all signals fully. We prepared four kinds of trigger logics to deal
various event types.

Pedestal and LED Run: In both run modes, the trigger is generated by NIM clock
generator at the rate of 100 Hz. Only when the run mode was LED (light-emitting diode)
mode, the LED driver (CAEN C529, [85]) fed driving pulses to LEDs. In this test, it
was repeated several times a day for investigating the pedestal noise and stability of gain
adjustment.

LCS γ-ray Run: This trigger mode was activated by the coincidence between a trigger
from PMT outputs and a trigger from pulse laser. It allowed to veto the other sources
such as α-particle, cosmic-ray, and environmental backgrounds. The threshold of Nhit was
set to 2.

α-particle Run: The α sources was installed on each lateral face as shown in Fig. 5.5.
Since the light yield from α particles is not high, α-particle event fires mainly the nearest
cluster alone. When Nhit was 1, nearly 100% of those events was from α particle.

Cosmic-ray Muon Run: As shown in Fig. 3.5, three pairs of counters were set below
and over the LXe detector. Since trigger rate was very low (about 0.01 Hz), cosmic-ray
trigger was usually mixed with γ-ray trigger.

The data acquisition system consisted of mainly FASTBUS and partially CAMAC
standards. Due to the slow communication to the CAMAC system the data taking rate
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was less than 200 Hz. The data acquisition system was driven by an online/offline software
package, MIDAS [66]. The MIDAS system managed also the slow control system including
all kinds of control and status monitoring such as xenon and purification system with help
of LabVIEW [67].
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Figure 5.6: Data flow diagram in LCS beam test.
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5.4 PMT Calibration

A precise knowledge of PMT gains and quantum efficiency (QE) is necessary for reaching
an excellent energy resolution and reconstruction accuracy of the first conversion point in
LXe.

The LXe detector is equipped with eight LEDs (two on each lateral face) to measure
gains of each PMT and four 241Am α sources (one on each lateral face) to measure QEs
as described in Chapter 3. Gain adjustment is for converting ADC count to the number
of photoelectrons (Npe) and QE values of each PMTs are necessary for converting Npe to
the number of photons (Nph) and, in particular, for position reconstruction.

5.4.1 Gain Adjustment

Method

PMT gains were adjusted to 1 × 106 in LXe (165 K and 1.3 atm). Blue LEDs [86] were
used to adjust and monitor PMT gains. A pair of LEDs facing each other on the lateral
detector side was flashed at 100 Hz by the LED driver. The gain for each PMT was set
to 1 × 106. During data acquisition over two weeks all the gains were monitored several
times a day.

Since R6041Q is not good at single photon separation owing to its dynode structure,
the strategy of the gain adjustment is to observe plenty of photons and estimate PMT
gains from statistical fluctuation of them. In references of [87–89], the difficulty of single
photon separation and the way to adjust gains with multi-photons from LEDs are detailed.

Our model is simple. We assume that LED output is constant and the statistics of
Npe obeys Poisson distribution. Some of those photons reach the quartz window of a
PMT and transmit it, and photoelectrons are generated by photoelectric effect with a
certain efficiency (QE), and hit the first dynode with a collection efficiency (CE). Both
obey binomial distribution. Then the photoelectrons are amplified by dynodes.

The distribution of Npe becomes a convolution of binomial distributions and Poisson
distribution. In that case, the upper tail is broader than lower tail. When Npe is large
enough (10 photoelectrons at least), the contribution of binomial distribution is negligible.
Therefore the spectrum after amplification can be Poisson distribution scaled by gain. The
gain can be given by the following equation:

g =
cσ2

eM
, (5.3)

where g is the gain, c is the ADC least count (200 fC/ch), σ and M are the standard
deviation and the mean of ADC spectrum fitted with a Gaussian, respectively, and e is the
elementary electric charge, assuming that the number of photoelectrons (Npe) observed
on a PMT is so large that the ADC spectrum can be regarded as a Gaussian. In practice
we have to consider a contribution from the deviation of pedestal to it as the following
equation:

σ2 = g
e

c
(M −M0) + σ2

0, (5.4)
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where M0 and σ0 are the mean and the standard deviation of the pedestal spectrum,
respectively. The gain estimate becomes more reliable by using this equation. By changing
the intensity of the LED the PMT outputs vary as shown in Fig. 5.7 (a). Fig. 5.7 (b)
shows an example of the linear relation between σ2 and M . The gain of the PMT is
evaluated by fitting the relation with Eq. 5.4. Thus the precision of gain determination
can improve by using data for various yield of photons.
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Figure 5.7: (a) ADC spectra of a typical PMT in the gain adjustment. (b) The relation
between σ2s and the mean channels from (a), where σ2 at ADC Mean = 0 corresponds with
the variance of the pedestal σ2

0. In both figures the pedestal mean is already subtracted
from the ADC spectrum.

As shown in Fig. 5.8, after a few iteration of gain adjustment, the spread of all the
gains became approximately 3% in sigma. This was limited by the minimum controllable
digit of the HV power supply. It is not so important to set them to the same gain. It is
essential to determine the gains and keep them stable. Estimation of gain measurement
and monitoring accuracy will be discussed in the following.

Accuracy of the Method

As described above, this method requires stable light source. If the LED was unstable and
its stability was worse than the random noise amplitude, the linearity in Eq. 5.4 would
be lost. Fig. 5.7, however, shows that the linearity is conserved during measurement.

The same pair of LEDs was always used out of 8 LEDs for calibration. In order to
check the difference of the gain determination with the other pairs of LEDs, they were
flushed and the same procedure was repeated for each of them. Fig. 5.9 shows a relation
between σ2 and ADC mean value for one PMT obtained by flushing different pairs of
LEDs. It can be seen that all points stay on a line, indicating that there is no difference
between selected pairs.

The LED calibration procedure was checked more systematically both by using differ-
ent LED pairs and by using the same pair for several consecutive runs. It was found that
the gain determination can be reproduced within an accuracy of 0.4% in sigma.
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The stability of the gain adjustment for a particular LED pair was also checked by
comparing two consecutive runs, flashing the same LED pair. The ratio of the gain
obtained in two runs for each PMT was taken. Distribution of the ratios for all PMTs is
shown in Fig. 5.10(a). It can be seen that the standard deviation is 1.6%. Since the PMT
gain is not probable to change in such short period, this can be regarded as reproducibility
of the procedure.

The long-term stability was also investigated as seen in Fig. 5.10(b). The data was
taken for about one month in another period of detector operation than the LCS beam
test. The gain variation is found to stay within 0.5% in sigma.
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Figure 5.10: Short-term and long-term stability. (a) Ratio of the gain obtained in two
consecutive runs. Ratio of the gain obtained in two consecutive runs. (b) Long-term
stability of gain adjustment for a PMT.

5.4.2 QE Measurement

We must use same wavelength of light as Xe scintillation light for estimating QEs since
QEs highly depends on the wavelength. This is why LEDs are inappropriate as a light
source for QE estimation. For that purpose α particle is the most appropriate as the
light source. Alpha-ray from 241Am has an almost monochromatic energy spectrum
(5.443 MeV (83%) and 5.443 MeV (15%)) with lower tail caused by energy loss in the
source material itself and its range in liquid xenon is beneficially short as 40 µm. In
addition it is very stable even at low temperature in LXe. The half life of 241Am is long
enough that the source intensity can be regarded to be constant. Therefore the α source
is a good point-like light source for estimating QEs.

There are two possibilities to estimate QEs at low temperature around operating
condition. One is to utilize cold gas xenon (GXe) and the other is just to measure the QEs
during operation i.e. in LXe. In GXe effects of scattering and absorption of scintillation
light is negligibly small while in LXe they are prominent. We tried both methods in this
analysis.

We took α-particle data in such a condition that the inner vessel is filled with 1.3-atm
cold (170 K) GXe, whose scintillation spectrum is not so much different with that in
liquid phase [90, 91]. The data was compared with a Monte Carlo simulation. In this
simulation, the scintillation efficiency (energy deposit required to emit one scintillation
photon, Wph(α)) of GXe was assumed to be 49.6 eV and the absorption and Rayleigh
scattering were switched off. As shown in Fig. 5.11, QE of each PMT was estimated by
comparing the measured spectrum to the one obtained in the simulation.

We took α-particle data in LXe also. Similarly as in GXe, QE of each PMT was
estimated, assuming Wph(α) to be 17.6 eV, absorption length to be 1 m, and Rayleigh
scattering length to be 45 cm. The QE distribution obtained by GXe data and LXe data
are compared in Fig. 5.12. Clear relation between two estimation methods can be seen
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although the absolute value is different. This is most probably caused by ambiguity of
Wph(α) in LXe and GXe. Although GXe data is easier to handle for avoiding problems
of the absorption and scattering, we employed the LXe data for QE estimation because
scintillation light yield is higher in LXe than in GXe and temperature uniformity in the
cryostat is better in LXe than in GXe. Note that the newly installed purification system
enabled us to do in this way. It had been impossible to estimate QEs in LXe before we
succeeded in purifying xenon on site.

Fig. 5.12(b) shows the QE distribution estimated by using LXe data. The lower tail
is attributed to the uncontrolled thickness of Mn-layer on the photo-cathode and to the
inappropriate mixture of photo-cathode material resulting in resistivity increase at LXe
temperature. The broad distribution is due to difficult evaporation technique for the
photo-cathode material.
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Figure 5.11: The Npe spectra observed by a PMT for α particle in LXe. The ratio of
experimental data to the simulation data was about 1.4.
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Figure 5.12: (a) QE estimated from GXe and LXe data. (b) Distribution of QE estimated
from LXe data.



CHAPTER 5. PERFORMANCE OF THE 100-LITER PROTOTYPE 67

5.4.3 Long-term Stability

The α-particle data in LXe are used for monitoring stability of the PMT outputs since
they are regarded as stable light sources. Fig. 5.13 shows that the PMT outputs stabilized
within 5%. This fluctuation includes the error of gain determination. The fluctuation of
the raw ADC data is less than 5%. Normally PMT output is unstable and high gain
just after completing liquefaction of xenon. As shown in Fig. 5.13 (b), the total Npe was
decreasing in the early days. It took about 2 days for PMTs to be stable. After that, the
light yield was gradually increased by purification of LXe. If the effect of purification was
taken into account, the total Npe was able to be stable within 3%.
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Figure 5.13: Long-term stability in α runs over the beam test for (a) Npe observed by
a PMT and (b) a sum of Npes by all PMTs. Elapsed time of zero corresponds to the
beginning time of the test.

5.4.4 Noise Estimate

As in any electronics system, noise is an important concern in the detector performance.
A typical distribution of the pedestal data is shown in Fig. 5.14(a). The distribution of
the pedestal after summing all 228 channels are shown in Fig 5.14(b). The width of the
pedestal distribution corresponds to the electronics noise level.

The noise is comprised of both incoherent and coherent noise:

σ2
T = σ2

I + σ2
C , (5.5)

where σ2
T stands for the total noise, σ2

I the incoherent noise, and σ2
C the coherent noise.

The incoherent noise can be thought of as random, whereas the coherent noise can be
thought of as noise correlated between PMTs and channels in the ADC module. The
incoherent noise is defined as

σ2
I =

n∑

i=i

σ2
j , (5.6)

σ2
i =

1

N

N∑

j=1

(qij − qi)
2 −





1

N

N∑

j=1

(qij − qi)





2

, (5.7)
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Figure 5.14: Typical pedestal distribution of one channel (a) and a sum of 228 channels
(b) after converting ADC channel to number of photoelectrons.

where qi is the average of ADC count(qij) of j-th PMT over N events in the pedestal run.
The coherent and incoherent noise calculated by using these equations are summarized in
Tab.5.2

Table 5.2: Typical overall noise results.

Noise ADC count converted to Npe

σT 37.4 53.6
σI 31.7 46.5
σC 19.7 26.7

5.5 Incident Beam

In order to estimate the detector performance for γ rays of tens of MeV, the scale of the
incident beam energy were 10 MeV, 20 MeV, and 40 MeV at Compton edge.

Moreover, we studied the position dependence of the detector performance by moving
the detector with respect to the beam. The impinging points are shown in Fig. 5.15.
The point P0 corresponded to the center of the impinging (front) face. The point P9
was shifted from the center of the PMT by +2 mm along x axis to avoid the edge of the
entrance window of the cryostat. In this analysis the data from P1 to P8 was not used.
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Figure 5.15: Impinging points of γ rays in this test.

Table 5.3: Energy and position of impinging beam in this test.

γ-ray Energy at Compton edge Impinging position

10 MeV P0 and P9
20 MeV P0 and P9
40 MeV P0 ∼ P9
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5.6 Position Resolution

5.6.1 Position Reconstruction in Simulation

The first conversion points of γ rays in LXe were reconstructed by using the spread of
charge distribution on the front face. The point projected onto the front face can be
estimated as:

X =

∑36
i=1 qiXi

Qf

, (X = x, y) (5.8)

Qf =
36∑

i=1

qi, (5.9)

where qi is the number of photoelectrons observed by the i-th PMT located at Xi. We call
the X ”simple weighted mean”. This value tends to be pulled by qi far from the incident
position. For avoiding this problem, we newly devised a method to estimate the incident
position. In this method the following procedure was taken:

1. Calculate the simple weighted mean (x, y).

2. Make a 2-dimensional map with 6 × 6 blocks as Fig. 5.16. Each block has a circle
bin and it corresponds to a PMT photo-cathode with a diameter of 45 mm.

3. Fill the circle bin with PMT outputs like a histogram.

4. Draw a circle whose center is at (x, y). Define the radius Rf such that the sum of
qi inside the circle becomes a half of Qf .

5. Calculate the weighted mean of PMT outputs inside the circle. In this case, xi is
the center of overlap of the circle with i-th circle bin.

6. Iterate the 4 and 5 processes till the weighted mean converges.

In other words, the Rf is the radius of the circle such that

∑36
i=1 qiCi

Qf

= 0.5, (5.10)

where Ci is an overlap ratio of the circle and i-th circle bin. If the circle includes the i-th
circle bin, Ci equals to 1. At this time we introduce a new variable:

Nf (0.5) =
36∑

i=1

Ci. (5.11)

This parameter Nf is a number() of PMTs included in the circle Rf , and a function of the
ratio n for Qf . When the ratio n was changed from 0.1 to 0.9 every 0.1, it was found that
n of 0.5 was the best. This value Nf (0.5) can be a good measure of the first conversion
depth as described later.
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Figure 5.16: Schematic histograms of charge distribution on the front face. Each Npe is
drawn with gray scale and as a table in green. The radius of the red circle equals to Rf

and Nf (0.5) is the number of PMTs in the circle. Numbers on the circle are observed Npe.
Green crosses show true first conversion points. Red crosses show local weighted means.

Figure 5.17 shows a 2-dimensional distribution of differences between true and recon-
structed positions obtained from MC simulation data. The data was generated under the
following conditions:

• LCS beam with 40-MeV Compton edge.

• Impinging area was 124 mm×124 mm at the center of front face and the beam was
uniformly impinged.

• Events the first conversion occurred in the active volume.

The resolution of position reconstruction is estimated to be about 5.7 mm in σ by
fitting the distribution with a 2-dimensional Gaussian function, where the sigma in x
direction equals to one in y direction.

In Fig. 5.18 a comparison between (a) local weighted mean and (b) simple weighted
mean is shown. It is clear that the local weighted mean is superior to the simple weighted
mean for deep events. The reconstructed position by the simple weighted mean tends to
be pulled to the centers of PMTs whereas the local weighted mean not. Thus we can
conclude that the reconstruction of incident γ-ray positions can be done in a less biased
way with the local weighted mean.

Fig. 5.19 shows the relation between Nf (0.5) and local weighted mean in MC simu-
lation. It can be seen that the position resolution for the shallow event (Nf (0.5) < 4)
deteriorates due to the bias by the nearest PMT. In the case of (b), the resolution was
very high. In the region both are considered to be biased by the nearest PMT.
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Figure 5.17: Difference between true and reconstructed positions in simulation.
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Figure 5.18: Difference between the local weighted mean and simple weighted mean. Left
figures of (a) and (b) are the distributions of the residual between reconstructed and true
positions vs. the true first conversion depth in MC simulation. Right figures are their
projections onto the x− x0 axis and fitting results with Gaussian.
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Figure 5.19: The relation between Nf (0.5) and local weighted mean in MC simulation.

5.6.2 Depth Reconstruction in Simulation

The relations between Nf (0.5) and the first conversion depth in MC simulation are shown
in Fig. 5.20. It is found that the reconstruction of the depth at P0 is better lower than
at P9 especially for the shallow event.
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Figure 5.20: The relation between Nf (0.5) and the first conversion depth in MC simula-
tion. The impinging point is P0 for (a) and P9 for (b).

For the same MC data as used in Fig. 5.17, the relation between Nf (0.5) and the
first conversion depth was fitted with a second-order polynomial function to be corrected
according to the first conversion depth. The result is shown in Fig. 5.21. In MC data,
the precision for reconstructing the first conversion depth was 8 mm.
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Figure 5.21: (a) Scatter plot of reconstructed and the true first conversion depths. (b)
Residual distribution after reconstruction.

5.6.3 Position Reconstruction

Position resolution was evaluated after correcting with QEs obtained in subsection 5.4.2.

q′i = qi × Q

Qi

, (5.12)

where Qi means measured QE of i-th PMT, and Q is an average of all QEs. These
corrected charge q′i was used in Eq. 5.9, 5.10 instead of qi.

Fig. 5.22 shows that local weighted mean and Nf (0.5) in experimental data. The be-
havior of reconstructed position was a bit different from one in MC simulation (Fig. 5.19).
As seen in (b.1) of Fig. 5.22, the obtained means are pulled by the center of the front
face. This phenomenon is considered to be caused by the miscalculation of QE. The posi-
tion reconstruction depends on the accuracy of QE measurement. However the accuracy
method of QE has not established yet.

5.6.4 Depth Dependence

To evaluate the position resolution, the events in the range of 4.0 < Nf (0.5) < 12.0 was
selected at the cost of the efficiency because too shallow or deep events are highly biased.
This range corresponds to the actual first conversion depth from 4.5 cm to 18 cm, and the
selection efficiency is about 35% from the MC simulation. More intelligent algorithm has
to be devised so as not to discard such events. The events were sliced every Nf (0.5) of 1.0
to fit with a 2-dimensional double Gaussian, which has four sigmas: narrow components
σx and σy, and broad components ρx and ρy, where x and y mean the direction. An
example of the fitting is shown in Fig. 5.23. All the results are shown in Fig. 5.24 for
10-MeV Compton edge, Fig. 5.25 for 20 MeV, and Fig. 5.26 for 40 MeV.
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Figure 5.22: The relation between the depth parameter Nf and the local weighted mean.
Compton edge energy is 40 MeV, and the incident point is at P0 (a) and at P9 (b).
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Figure 5.23: Examples of the fitting result with a 2-dimensional double Gaussian for
EC = 40 MeV and Nf (0.5) > 4.0. The incident point is at P0 (a)and at P9 (b).
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Figure 5.24: Position resolution as a function of Nf (0.5) for EC = 10 MeV, impinged at
(a) P0 and (b) P9.
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Figure 5.25: Position resolution as a function of Nf (0.5) for EC = 20 MeV, impinged at
(a) P0 and (b) P9.
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Figure 5.26: Position resolution as a function of Nf (0.5) for EC = 40 MeV, impinged at
(a) P0 and (b) P9.
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5.6.5 Energy Dependence

The difference of the resolution according to the incident beam energy was investigated.
The range of Nf (0.5) was over 4.0. The events were sliced every Nf (0.5) of 1.0 to be
corrected by shifting to the correct incident position (p0 or P9). The corrected events are
shown in Fig. 5.22 (b.2). After the correction, the events were fitted with a 2-dimensional
double Gaussian. The position resolution from measured data and MC simulation are
shown in Tab. 5.4 and Tab. 5.5, respectively.

Table 5.4: Position resolution from measured data. Upper value in a column is narrow
component and lower value is broad one. Unit is cm. The percentage in a parenthesis is
a fraction of each component.

position resolution in x direction
Position\Energy 10 MeV 20 MeV 40 MeV

P0
0.38± 0.01 (77.1%) 0.40± 0.01 (80.5%) 0.42± 0.01 (83.8%)
0.89± 0.02 (22.9%) 0.86± 0.05 (19.5%) 1.10± 0.07 (16.2%)

P9
0.42± 0.01 (91.3%) 0.44± 0.00 (93.5%) 0.43± 0.00 (95.3%)
1.10± 0.07 (8.7%) 1.37± 0.10 (6.5%) 1.90± 0.32 (4.7%)

position resolution in y direction
Position\Energy 10 MeV 20 MeV 40 MeV

P0
0.35± 0.00 (77.1%) 0.36± 0.01 (80.5%) 0.39± 0.01 (83.8%)
0.85± 0.01 (22.9%) 0.88± 0.03 (19.5%) 0.81± 0.05 (16.2%)

P9
0.49± 0.01 (91.3%) 0.48± 0.01 (93.5%) 0.47± 0.00 (95.3%)
1.18± 0.07 ( 8.7%) 1.52± 0.12 ( 6.5%) 1.95± 0.34 ( 4.7%)

Table 5.5: Position resolution from MC simulation. Upper value in a column is narrow
component and lower value is broad one. Unit is cm. The percentage in a parenthesis is
a fraction of each component.

position resolution in x direction
Position\Energy 10 MeV 20 MeV 40 MeV

P0
0.37± 0.01 (82.7%) 0.47± 0.01 (90.1%) 0.41± 0.01 (87.9%)
1.12± 0.07 (11.3%) 1.66± 0.25 (9.9%) 1.51± 0.15 (12.1%)

P9
0.50± 0.01 (90.2%) 0.44± 0.01 (87.6%) 0.49± 0.01 (89.3%)
2.64± 0.11 (9.8%) 1.66± 0.10 (12.4%) 2.15± 0.54 (10.7%)

position resolution in y direction
Position\Energy 10 MeV 20 MeV 40 MeV

P0
0.35± 0.01 (82.7%) 0.48± 0.01 (90.1%) 0.41± 0.01 (87.9%)
1.13± 0.06 (11.3%) 1.87± 0.33 (9.9%) 1.56± 0.17 (12.1%)

P9
0.51± 0.01 (90.2%) 0.43± 0.01 (87.6%) 0.50± 0.01 (89.3%)
2.39± 0.11 (9.8%) 1.78± 0.10 (12.4%) 2.26± 0.68 (10.7%)
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Fig. 5.27 shows the energy dependence of position resolutions.
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Figure 5.27: The resolution of the local weighted mean in σ as a function of γ-ray energy.
Only the statistical errors in the fitting are presented as error bars.
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5.6.6 Difference between the Data and the Simulation

It is found that the position resolution from the measured data is better than that from the
simulation. The position reconstruction in the measured data might be biased more than
that in the MC and underestimated for some reasons. However it is appropriate that the
discrepancy comes from defectiveness of the modeling in the MC simulation, since both
resolutions were estimated by the same method. Indeed, the behavior of the scintillation
photons close to PMTs is not understood well. There remain some parameters to be
tuned: refractive index of xenon and PMT window for xenon scintillation photons, and
reflectivity of PMT holders. If these parameters were tuned properly, the resolution in
the simulation should be coincident with the intrinsic position resolution, which will be
discussed in the next subsection.

5.6.7 Intrinsic Position Resolution

Here we will evaluate the intrinsic position resolution, which means the resolution con-
cerning only the LXe scintillation process. The intrinsic resolution was expressed as:

σ2
intr = σ2

x − (σ2
noise + σ2

beam + σ2
col), (5.13)

where σintr, σnoise, σbeam, and σcol are intrinsic position resolution, error sources from
pedestal noise, the spread of the LCS beam, and the radius of the collimator, respectively.
After excluding those factors from the obtained resolution, the intrinsic resolution will be
evaluated.

Electronics Noise

The electronics noise represents the pedestal noise. MC simulations for monochromatic
γ rays of 10 MeV, 20 MeV, and 40 MeV were performed. For those data, the incident
positions were reconstructed after taking account of coherent and incoherent noises ob-
tained in Sec. 5.4.4. The result is shown in Tab. 5.6. In principle the coherent noise does
not affect the position resolution. The electronics noise was not dominant because the
pedestal noise was small enough.

Table 5.6: Deterioration by electronics noise. Unit is cm.

Position \ Energy 10 MeV 20 MeV 40 MeV

P0 0.02 0.02 0.00
P9 0.05 0.04 0.01

LCS beam

As shown in Tab. 5.1, the energy spread of the Compton edge is 1%. The deterioration of
position resolution was estimated by MC simulation. As shown in Tab. 5.7, little influence
was seen.
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Table 5.7: The effect by fluctuation of LCS beam energy. Unit is cm.

Position \ Energy 10 MeV 20 MeV 40 MeV

P0 0.02 0.00 0.01
P9 0.01 0.01 0.00

Radius of Collimator

The diameter of the second collimator was 1 mmφ and 2 mmφ. The analysis in Sec. 5.6.5
was performed for events with the 1 mmφ collimator. We also analyzed events with
2 mmφ collimator. Comparing both results, no significant differences were seen. The
contribution to the error of the position resolution was considered to be negligible. It can
be guessed by the spectra in Fig. 5.4.

From these evaluations, we could obtain the intrinsic resolution. However the contri-
bution of σnoise, σbeam, and σcol to the position resolution was negligible. Therefore the
obtained resolution is considered to be almost intrinsic.

5.6.8 Systematic Error

Parameters in MC Simulation

The position resolution can be affected by the modeling in MC simulation because the
position reconstruction depends on the accuracy of QE determination. Some parameters
is not still fixed and have indefiniteness.

We examined whether the position resolution changed by varying each parameters in
a certain range. The method was as follows:

1 Simulate α-particle events with a parameter set to a certain value.

2 Compare the Npe observed by a PMT in experimental data with one in the simula-
tion to estimate the QE of the PMT.

3 Reconstruct the incident position on the basis of the obtained QEs.

4 Fit the the distribution of the reconstructed position.

5 Obtain the difference between this resolution and one in Tab. 5.4.

Parameters to be examined were refractive index of LXe (nXe), Rayleigh scattering
length (λsca), absorption length (λabs), and reflection ratio on the lateral face. The range
of nXe was defined by Tab. 3.3, λsca λabs were by the result obtained in Chap. 4, and
reflection ratio was from [92]. Tab. 5.8 shows the difference with position resolutions in
MC simulations. Those errors are added to position resolutions in Tab. 5.4 as systematic
errors.
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Table 5.8: Difference of the position resolution by changing parameters in the MC simu-
lation for QE estimate. Unit is cm.

default
range Incident energy & position

Parameter
value

or 10 MeV 20 MeV 40 MeV
value P0 P9 P0 P9 P0 P9

nXe 1.62 1.56 to 1.72 0.1 0.0 0.0 0.0 0.1 0.0
λsca 45 cm 40 cm to 50 cm 0.1 0.1 0.1 0.1 0.0 0.0
λabs 1 m 90 cm to 3 m 0.0 0.0 0.0 0.0 0.0 0.0

Reflection 0% 0% to 10% 0.1 0.2 0.1 0.1 0.1 0.1

Quadratic Sum 0.2 0.2 0.1 0.1 0.1 0.1

Consequently the difference between the resolutions from the data and simulations
was not understood completely. We should compare the position resolution with ones
from simulation samples obtained by changing values of those parameters.

5.6.9 Position Resolution

The position resolution does not always depend on γ-ray energy. It is difficult to ex-
trapolate the position resolution to 52.8-MeV. From MC simulations, position resolution
for monochromatic 10-MeV γ rays is better than those for 20 MeV and 40 MeV. It is
considered to be caused by electromagnetic shower because the critical energy of xenon
is 14.5 MeV. However the position resolution improves according to γ-ray energy over
20 MeV. Hence the position resolution for EC = 40 MeV is substituted for the resolution
in 52.8 MeV.

5.7 Energy Resolution

5.7.1 Compton Edge

The energy spectrum of the LCS beam has a sharp Compton edge and lower tail. In
order to evaluate the energy resolution, the shape of Compton edge was fitted with a
convolution of the Compton spectrum and a response function. The Compton spectrum
was simulated with parameters given in Tab. 5.1 and experimental setup shown in Fig. 5.3
on the basis of Klein-Nishina formula [84]. The spectra are shown in Fig. 5.28.

The amount of pile-ups depends on the beam current in TERAS. Fig. 5.29 shows pile-
ups of multiple gamma rays when the beam current was about 120 mA. In this analysis
the data for low electron beam current (∼ 30 mA) were used to contamination of suppress
pile-ups events as shown in Fig. 5.30. Hence the subtraction of pile-up events was not
done in fitting procedure.

As seen in Fig. 5.30, the measured spectrum has a broader tail than the incident beam
spectrum. The lower tail comes from conversions in the front material (See Fig. 3.5) or
in the second collimator made of lead. However the Compton edge is sharp enough to
estimate the energy resolution. The lower tail was employed for that purpose.
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Figure 5.28: LCS beam spectra in this test.
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Figure 5.29: Pile-up events in high beam current (EC=10 MeV).

5.7.2 Fitting Function

The response function was a Gaussian with lower tail as follows:

f(E) =





A exp

(
t

σ2
u

{
t

2
− (E − µ)

})
, E ≤ µ + t,

A exp

(
(E − µ)2

−2σ2
u

)
, E > µ + t,

(5.14)

where σu is the sigma in the upper part of the response function, E is the beam energy,
µ is the peak of the response function, and t is the transition parameter which represents
the degree of the lower tail. For this function FWHM is written as:

FWHM = σu

√
ln 4 +

σ2
u

t
ln 2 +

t

2
. (5.15)



CHAPTER 5. PERFORMANCE OF THE 100-LITER PROTOTYPE 85

Total Number of Photoelectrons
0 5000 10000 15000 20000 25000 30000

0

200

400

600

800

1000

1200

1400

1600

Total Number of Photoelectrons
0 5000 10000 15000 20000 25000 30000

(0
.5

)
f

N

0

2

4

6

8

10

12

14

16

(a)EC=40 MeV, impinged at P0
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Figure 5.30: Measured energy spectrum for LCS beam.

5.7.3 Fitting Procedure

Energy resolution was evaluated using Qsum after QE correction, where Qsum means a
sum of Npe over all the 228 PMTs written as:

Qsum =
228∑

i=1

q′i, (5.16)

where q′i is the same as Eq. 5.12.
Parameters in the fitting with the convolution are normalization factor (A), upper

part of sigma (σu), transition (t), and Compton edge parameter. The edge parameter is
Npe corresponding to the Compton edge in terms of MeV.

This fitting needed special care because the edge parameter tended to be ‘strong’ in the
fitting procedure. That is, the other parameters strongly depends on the edge parameter.
The first step was to define the proper initial value of the edge parameter. For a start,
some fittings were done in order to roughly obtain a fitting result. However it was possible
that this result fell into a local minimum. As shown Fig. 5.31(a), the edge parameter was
scanned over the upper tail, fixed the other parameters. From this plot, the Compton
edge parameter such that chi-square was minimum was set to the initial value. The next
step was to define the fitting range. Since no pile-up events were seen in the spectrum as
shown in Fig. 5.30, the upper limit of the fitting range was set to the bottom of the upper
tail. On the other hand, the lower limit had to be defined with chi-square as well as the
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Compton edge parameter. In this analysis, it was important to fit the Compton edge to
evaluate σu while it was not necessary to fit the full lower tail. The Npe where χ2/ndf
became the minimum was selected as the lower limit. Because the lower limit could over
the peak of the fitting curve, it was set to −5σu from the peak at least. Fig. 5.31(b) is an
example of the fitting when the depth parameter Nf (0.5) is over 4.0.

Compton edge parameter
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Figure 5.31: (a)The relation between χ2/ndf as a function of the lower limit of the fitting
range. (b)An example of the fitting.

5.7.4 Depth Dependence

As done in the estimate of position resolution, Nf (0.5) was used to investigate the depth
dependence of energy resolution. The all results are shown in Fig. 5.32 for 10-MeV
Compton edge, Fig. 5.33 for 20 MeV, and Fig. 5.34 for 40 MeV.
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Figure 5.32: Energy resolution as a function of Nf (0.5) for EC = 10 MeV, impinged at
(a) P0 and (b) P9.
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Figure 5.33: Energy resolution as a function of Nf (0.5) for EC = 20 MeV, impinged at
(a) P0 and (b) P9.
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Figure 5.34: Energy resolution as a function of Nf (0.5) for EC = 40 MeV, impinged at
(a) P0 and (b) P9.
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5.7.5 Energy Dependence

The energy resolution is expected to be improved according to increase in Npe. In order to
verify the statistical energy dependence, the resolution for 10 MeV, 20 MeV, and 40 MeV
were evaluated with an event selection such that Nf (0.5) ≥ 4.0. The result is summarized
in Tab. 5.9(a). We also evaluated the energy dependence in MC simulation as shown in
Tab. 5.10(b). There are some differences between the results from measured data and
MC simulation. In the later subsection, we will discuss the discrepancy.

Table 5.9: Energy resolution measured in LCS beam test. Unit is %.

Position\Energy 10 MeV 20 MeV 40 MeV

P0 3.15± 0.04 2.12± 0.06 1.47± 0.05
P9 3.06± 0.07 2.07± 0.01 1.47± 0.06

Table 5.10: Energy resolution in MC simulation. Unit is %.

Position\Energy 10 MeV 20 MeV 40 MeV

P0 2.25± 0.04 1.60± 0.06 1.20± 0.04
P9 2.03± 0.03 1.43± 0.10 1.09± 0.05

5.7.6 Intrinsic Resolution

The obtained resolution σE includes some factors to be worsened. The intrinsic resolution
was written as:

σ2
intr = σ2

E − (σ2
noise + σ2

beam + σ2
col), (5.17)

where σintr, σnoise, σbeam, and σcol are intrinsic energy resolution, error sources from
pedestal noise, spread of LCS beam energy, and the radius of the collimator, respectively.

Electronics Noise

The influence of the pedestal noise on the energy resolution was evaluated with MC
simulation as seen in Tab. 5.11.

Table 5.11: Deterioration of energy resolution by electronics noise. Unit is %.

Position \ Energy 10 MeV 20 MeV 40 MeV

P0 0.2 0.0 0.0
P9 0.1 0.0 0.0
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LCS beam

The fluctuation of the Compton edge energy is 1%. However the fluctuation was already
included the LCS spectrum to be convoluted. Therefore it may not be taken into account.

The horizontal size of electron bunch in TERAS is known to be from 1.55 mm to
2.2 mm. Fig. 5.35 shows the LCS beam spectra obtained by changing the bunch size.
The fitting was performed with these spectra again. However the differences were not
seen.
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Figure 5.35: LCS beam spectra with various horizontal electron bunch size in TERAS.

Radius of Collimator

The radius of the collimator does not affect the shape of the Compton edge. Hence the
resolution does not include the effect of collimator radius.

From above evaluations, contribution from the electronics noise was the most dominant
for the energy resolution. The other sources σbeam and σcol were negligible. Because the
similar noise is expected in the final detector, σnoise should be taken into account to
evaluate the performance for 52.8-MeV γ rays.

5.7.7 Systematic Error

Displacement of the second collimator and the spread of the LCS beam and indefiniteness
of parameters in the MC simulation are considered to be systematic errors in the obtained
energy resolution.
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Collimator Displacement

The displacement of the second collimator can affect the energy resolution. Fig. 5.36
shows the LCS beam spectra for the collimator displacement ranging from 0 mm to 4 mm
along x direction. By comparison with the measured spectrum in Fig. 5.30, it is guessed
that the displacement should be 2.5 mm at most.
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Figure 5.36: LCS beam spectra for collimator displacement of 0 mm to 4 mm. Compton
edge energy is 40 MeV.

Assuming the true incident position was shifted by ±2.5 mm at most, the LCS spec-
trum was regenerated by the simulation to fit with the convolution again. The result is
shown in Tab. 5.12.

In this beam test, whenever the energy of LCS beam was changed, the second collima-
tor was rearranged. Therefore it is not possible that the collimator was shifted in every
run. If the collimator was shifted, the Compton edge of the incident beam tended to be
smeared as shown in Fig. 5.36 and the resolution might be better.

Table 5.12: Difference in energy resolution between collimator displacement of 0 mm and
one of 2.5 mm. Unit is %.

Position \ Energy 10 MeV 20 MeV 40 MeV

P0 −0.2 −0.1 −0.1
P9 −0.1 −0.2 −0.2
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Parameters in MC simulation

Effects by the miscalculation of QEs was evaluated with MC simulation in the same way
as position resolution. The differences are shown in Tab. 5.13.

Table 5.13: Deterioration of the energy resolution by changing parameters in QE estimate.
Unit is %.

default
range Incident energy & position

Parameter
value

or 10 MeV 20 MeV 40 MeV
value P0 P9 P0 P9 P0 P9

nXe 1.62 1.56 to 1.72 0.1 0.0 0.0 0.0 0.1 0.0
λsca 45 cm 40 cm to 50 cm 0.1 0.1 0.1 0.1 0.0 0.0
λabs 90 cm 3 m 0.2 0.2 0.1 0.1 0.1 0.1

Reflection 0% 10% 0.2 0.2 0.2 0.2 0.1 0.2

From above evaluations, the combined errors are obtained as shown in Tab. 5.14.

Table 5.14: Combined systematic errors for energy resolution. Unit is %.

Position \ Energy 10 MeV 20 MeV 40 MeV

P0
+0.3 +0.2

±0.2−0.4 −0.3

P9 ±0.3
+0.2 +0.2
−0.3 −0.3

5.7.8 Energy Resolution

Taking systematic errors into account, we obtained the energy resolution as a function of
γ-ray energy as follows:

P0 :
σ

E
=

(10.9± 0.6)√
E

+ (−0.2± 0.6) (%), (5.18)

P9 :
σ

E
=

(10.5± 0.7)√
E

+ (−0.1± 0.7) (%). (5.19)

Fig. 5.37 shows the energy resolutions obtained in this section. For 52.8-MeV gamma
rays, the energy resolution is expected to be 1.30% at P0 and 1.35% at P9, that is, 3.1%
at P0 and 3.2% at P9 in FWHM. Those expected resolutions would be adequate when the
MEG experiment was performed with the 100-liter prototype. The performance expected
by the final detector will be discussed in the next chapter.
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Figure 5.37: The energy resolution σu as a function of γ-ray energy.
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5.7.9 Energy linearity

In order to verify the linearity of the detector response for γ rays from 10 MeV to 40 MeV,
we plotted the relation between the Compton edge parameters obtained in the previous
subsection and Compton edge energy estimated from ring and laser parameters. As shown
in Fig. 5.38, the LXe detector has a good linearity. This is very strong point for γ-ray
detector, and it serves energy calibration with a high precision.
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Figure 5.38: (a)(c) Incident LCS beam energy vs measured energy in Npe. (b)(d) Energy
linearity for data. C is a conversion factor from Npe to MeV obtained from the fitting
result of (a).



Chapter 6

Expected Performance

6.1 Expected Resolution

In this chapter we evaluate the performance of the final detector based on our analysis in
Chap. 5. Before that, it is necessary to understand the difference between the 100-liter
prototype and the final detector. The most different point in both detectors is the size
and shape. Therefore the performance of the 100-liter prototype obtained in the LCS
beam test cannot be extrapolated straightforward to the final detector. We have to take
the difference into account. The criterion to connect with each other is considered to be
an absorption length.

We will explain the relation between absorption length and energy resolution, join
both detectors together, and then evaluate the performance of the final detector.

6.1.1 Effect of Absorption Length

In this section we discuss the impact of the absorption length on the performance of the
LXe detector by estimating the energy resolution of the 100-liter prototype for 52.8 MeV
γ rays that are expected from the µ+ → e+γ decays.

Simulations show that the determination of the incident positions of the γ rays is
only slightly affected by absorption and Rayleigh scattering. On the contrary the energy
resolution is heavily dependent on the absorption mainly because of fluctuations in light
collection efficiency. For a short absorption length the total amount of light collected by
the PMTs changes according with the event-by-event shower fluctuations. In the following
we concentrate on energy measurement of γ rays.

For negligible absorption (i.e. λabsÀ the detector size) the γ ray energy may be simply
evaluated by the total sum of the photons collected by all the PMTs, possibly weighted by
the local density of the PMTs. For a finite absorption length, however, a better method
of summing the PMT outputs is necessary.

The γ ray energy E may be calculated as a linear sum of the PMT outputs qi with
arbitrary coefficients ci:

E = c +
∑

i

ciqi. (6.1)

To optimize the coefficients we may use simulated events with the γ ray energy of Et and
minimize

χ2 =
〈
(E − Et)

2
〉

, (6.2)

96
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where 〈A〉 is the average of A over the simulated events. The minimization is straightfor-
ward and yields the following result:

ci = M−1 (〈Etqi〉 − 〈Et〉 〈qi〉) , (6.3)

c = 〈Et〉 −
〈∑

j

cjqj

〉
. (6.4)

Here M is just the covariance matrix of qi for the simulated events,

Mkl ' N

N − 1
〈(qk − 〈qk〉)(ql − 〈ql〉)〉 . (6.5)

This method is called “linear fit” and its validity is based on the principal component
analysis [93].
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Figure 6.1: A reconstructed energy spectrum for 52.8-MeV γ rays by the linear fit.

Using the linear fit, a reconstructed energy spectrum for 52.8 MeV monochromatic γ
rays that uniformly irradiate the center of the detector face is shown in Fig. 6.1. The
spectrum has an asymmetric shape. The lower tail is caused by interactions of the γ rays
in the materials before the LXe and by a leakage of shower components (mostly low energy
γ rays). We emphasize again that the most important for the µ+ → e+γ experiment is
the resolution at the upper edge (σu) to reject background events, while the lower tail
concerns the detection efficiency. The spectrum was fitted to Eq. 5.14.

The obtained resolutions in FWHM and σu for 52.8 MeV γ rays are plotted in Fig. 6.2
as a function of the absorption lengths assumed in the simulation. The resolutions for two
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incident positions P0 and P9 described in the inset of Fig. 6.2 are similar, indicating a
small position dependence. The resolutions are also stable by changing λRay= 30− 50 cm
and for n = 1.57 − 1.72 for LXe. Note that in the simulation refraction, reflection and
absorption of the scintillation light at the PMT quartz windows are taken into account.
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Figure 6.2: The expected energy resolutions for 52.8 MeV γ rays as a function of the
absorption length. Resolutions at two incident positions, P0 and P9.

With the achieved absorption length of λabs> 100 cm an energy resolution of 4%
FWHM and σu/E ∼ 1.2%, averaged over the detector acceptance, is expected from the
MC simulation. The detection efficiency, if selected within ±4% around the energy peak,
increases as λabs and for λabs> 50 cm it saturates at approximately 60%.

6.1.2 Energy Resolution

In order to evaluate the energy resolution for the final detector by using the energy
resolution obtained in the LCS beam test. we have to take the absorption length and the
detector shape into account.
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Absorption Length

Fig. 6.3 shows the relation between the energy resolution and absorption length estimated
with MC simulation for the final detector. Since the absorption length in the 100-liter
prototype was 1 m at least, the energy resolution in the final detector is expected to be
5.0% in FWHM. Taking the lower tail in the energy spectrum into account, it is reason-
able that FWHM corresponds to about four times the upper sigma when the absorption
length is not so short as the depth of the detector. Furthermore we have to consider the
deterioration of the resolution by pedestal noise, PMT stability, and so on. Even if the
degree of the deterioration in the 100-liter prototype is scaled to the final detector, the
deterioration is negligible as mentioned in Sec. 5.7. Consequently it is appropriate that
the intrinsic energy resolution in the final detector is 5% (FWHM).
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Figure 6.3: The energy resolution vs. absorption length in the final detector by MC
simulation.

Curved Shape and Mask Analysis

The final detector has a different shape, a curved shape, from the 100-liter prototype.
Especially the PMTs on the front face are arranged in a convex shape. Because of this
it might not be appropriate to extend the obtained detector performance to estimate the
final detector one. For studying this effect without relying on MC simulation but only
using real data other kinds of analysis have been performed by masking several PMTs in
the 100-liter prototype at the stage of data analysis by hand.

For simulating the convex shape, an analysis was done by using only 4×4 PMTs on
the front face and all PMTs on the other faces. Calibration and fitting procedures are
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same as standard analysis. The result shows that the energy resolution does not change
significantly.

The curved shape effect was simulated by masking all PMTs on lateral face(s) similarly.
It was found that the observed number of photoelectrons decreases naturally and that the
energy resolution deteriorates accordingly up to 3% in sigma. However it is not statistical
but seems to be position dependent on the first conversion point, indicating that we can
restore the resolution by applying certain intelligent algorithm. Note that this is really
an extreme case and in the final detector those light discarded in this analysis can be
detected by some PMTs as far as the absorption length is long enough.

If the lateral faces are removed from the 100-liter prototype, it can be a simple simu-
lation for the final detector. Actually the depth of the effective volume in both detectors
is about 50 cm. Therefore the 100-liter prototype such that the bottom and top face was
masked is considered the final detector. The estimate of energy resolution with masked
faces is what we call “mask analysis”.

By fitting the data such that EC = 10 MeV−40 MeV and impinging position is P0
and P9, we estimated the energy resolution for the final detector. The fitting procedure
is the same as done in Sec. 5.7. The result is shown in Fig. 6.4 and Tab. 6.1. From this
result, the energy resolution for 52.8 MeV is estimated to be 2.2% in σu at both P0 and
P9.
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Figure 6.4: Energy resolution by mask analysis.

The frontage of the final detector is 2-PMT(= 12.4 cm) longer than one of the 100-liter
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Table 6.1: Energy resolution by mask analysis. Error bars include only statistical errors.
Unit is %.

Position\Energy 10 MeV 20 MeV 40 MeV

P0 3.98± 0.05 3.15± 0.06 2.42± 0.05
P9 3.85± 0.08 3.03± 0.06 2.41± 0.01

prototype. In order to study the influence of the number of PMTs on the front face on
the energy resolution, we used only 4×4 PMTs as to the front face. The obtained energy
resolution was 1.9% in σu.

Thus the performance of the final detector is comparable to one of the 100-liter proto-
type and we can employ the result of the 100-liter prototype to evaluate the performance
of the final detector. The energy resolution in the final detector is expected to be 2.2%
in sigma, that is, 5.2% in FWHM.

6.1.3 Position Resolution

In the method with local weighted mean, the position reconstruction is performed with
several PMTs(typically 4∼10 PMTs). The position reconstruction for the final detector
is in a similar situation. Therefore the position resolution is not different between the
100-liter prototype and the final detector. The position resolution in the final detector is
expected to be 9.9 mm to 11.0 mm for narrow components and 25.9 mm to 45.8 mm for
broad components in FWHM, which is conservatively from the worse result for 40-MeV
γ rays impinged at P0 and P9.

6.1.4 Timing Resolution

The timing resolution in the 100-liter prototype for 52.8 MeV γ rays was already estimated
to be 76 psec in sigma by a beam test with low energy electron beam [94]. Since it is only
measured value, we employ 76 psec as the timing resolution to evaluate the performance
of the final detector.

6.1.5 Efficiency

In the MEG experiment the COBRA magnet exists in front of the LXe detector and
photons have to traverse its wall. In order to simulate this situation, data was taken with
several kinds of material located in front of the 100-liter prototype, just behind the 2nd
collimator. Five kinds of material were placed to study the effect systematically. They
were 5mm, 10mm, 15mm thick aluminum, 15mm thick aluminum with 4mm thick steel,
and 5mm thick lead. The corresponding radiation lengths were 0.053X0, 0.11X0, 0.16X0,
0.398X0, and 0.89X0 respectively. As indicated by MC simulation study, the resolution
does not deteriorate but only efficiency is lost because of additional material. Actually
analysis was applied on these data and this point has been confirmed. Note that the
COBRA magnet thickness is 0.197X0 and material used in the 100-liter prototype for
honeycomb window and PMT holders and so on is close to those of the final detector.
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Fig. 6.5 shows the selection efficiency in the 100-liter prototype. It is found that the
selection efficiency is 44.6% for incidence at P0, 43.3% for incidence at P9, and 40.1%
for all over front face. Furthermore the efficiency becomes 30% with an energy selection
within ±4% around the energy peak by the linear fit.
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Figure 6.5: Selection efficiency as a function of Nf (0.5).

6.2 Backgrounds and Sensitivity

The following estimation is based on the assumption and calculation in [1, 2].
First we estimated the single event sensitivity. The detector acceptance defined by the

positron spectrometer and the LXe detector is 0.08 < | cos θ| < 0.35 and −60◦ < φ < 60◦,
amounting to Ω/4π = 0.09. We assume a detection efficiency for the photon (εγ) of
30%. For the positron we assume εe ∼ 90%. The single event sensitivity is defined as
the µ → eγ branching ratio for which the number of expected decays is equal to one.
Assuming a muon stop rate of Nµ = 5.8 × 107/s, which is conducted in Subsec. 6.2.3,
and a total running time of the experiment T = 5.2 × 107 s (2 years). The single event
sensitivity for MEG experiment is calculated as

B(µ+ → e+γ) =
1

Nµ · T · (Ω/4π)
× 1

εe · εγ · εsel

(6.6)

= 1.8× 10−14, (6.7)

where εsel is the efficiency of the event selection. Selection cuts covering 70% of the signal
(1.4 FWHM for Gaussian distributions) are considered to be applied on the reconstructed
positron energy, on the e+/γ relative angle and timing.
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This sensitivity can be converted to 90% confidence level upper limits, in case of no
signal observed, by using the background rate estimates given in the following subsection.
In MEG experiment two major backgrounds are taken into account:

(1) prompt background from radiative muon decays (µ+ → e+νeνµγ ),

(2) accidental background (µ → eνe νµ + random γ).

In order to evaluate the number of background events, the detector performances were
assumed as seen in Tab. 6.2.

Table 6.2: Expected detector performances. Every values are in FWHM.

LXe detector
Resolution unit Value

Energy % 5.2
Timing psec 179

Position(x) mm
9.9 ∼ 11.0 (narrow component)
25.9 ∼ 45.8 (broad component)

Positron Spectrometer
Resolution unit Value

Energy % 0.8
Timing psec 100
Position mrad 10.5

Muon Beam
Resolution unit Value

Muon decay position mm 2.1

6.2.1 Prompt Background

The prompt background was calculated using the formula given in [95,96]. By numerical
integration over the selection cuts (1.4 FWHM for each selection variable) we find a back-
ground of 3.1× 10−15 events per muon decay. As described in the following subsections,
this rate is smaller than the accidental background rate. In this estimation the prompt
background is not considered.

6.2.2 Accidental Background

For simplicity, the normalized e+ and photon energies, which are defined by x = 2Ee/mµ

and y = 2Eγ/mµ, will be used, where mµ is a muon mass. Further, it is assumed that δA
and ∆A are taken to be a half width and a full width of the signal box for the observable
A respectively.

The effective branching ratio of the accidental background (Bacc) can be derived. First
of all, a number of the accidental background events (Nacc) are given by
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Nacc = (Nµ · f 0
e ·

Ω

4π
· εe) · (Nµ · f 0

γ ·
Ω

4π
· εγ)× (

δω

Ω
) · (2δt) · T · fPµ , (6.8)

where δt is a timing coincidence resolution. f 0
e and f 0

γ are the fractions of the spectrum
within the signal box of the e+s in the Michel muon decay and photons in the radiative
muon decay respectively. They include their branching ratios. fPµ is a background sup-
pression factor when a muon is polarized [97]. fPµ=1 is considered from now on. The
effective branching ratio for accidental background can be obtained by dividing Eq.(6.8)
by the product of a total number of muons and the detector acceptance given by

Bacc =
Nacc

Nµ · T · (Ω/4π) · εe · εγ

. (6.9)

For unpolarized muons, Bacc becomes

Bacc = Nµ · f 0
e · f 0

γ · (
δω

4π
) · (2δt) (6.10)

Estimation of f 0
e

f 0
e is obtained for a given δx by integrating the Michel muon spectrum (Nmichel) from

1− δx to 1.

fe =
∫ 1

1−δx
dxNmichel

d(cos θe)

2

=
∫ 1

1−δx
dx

[
2x2

(
(3− 2x) + 2x2(2x− 1)Pµ cos θ

]
d(cos θe)

2

≈ 2(δx) (6.11)

Estimation of f 0
γ

To estimate f 0
γ , the radiative muon decay (µ+ → e+νeνµγ ) is considered as a source

of 52.8 MeV photon. The differential decay width is integrated over the e+ energy and
the angle between e+ and photon (θeγ). After the integration of e+ energy and θeγ, the
differential branching ratio for y ∼ 1 and any value of x is given by [97]

dBacc(µ
+ → e+ννγ) ≈ J(y) · (1 + Pµ cos θγ)dyd cos θγ (6.12)

where J(y) is given by

J(y) =
α

2π
(1− y)

[
ln

(1− y)

r
− 17

6

]
(6.13)

The rate can be estimated by integrating the spectrum over the width of the signal
region. The partial branching ratio (denoted by fγ) integrated over the signal region
(1− δy ≤ y ≤ 1) can be given from Eq.(6.12) by

fγ =
∫ 1

1−δy
dy

dB(µ+ → e+ννγ)

dy

≈
( α

2π

)
(δy)2

[
ln(δy) + 7.33

]
(1 + Pµ cos θγ)

d(cos θγ)

2
(6.14)
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From Eq.(6.14), it is shown that fγ is roughly proportional to (δy)2. Now, f 0
γ that does

not include the angular dependence is given by

f 0
γ =

( α

2π

)
(δy)2

[
ln(δy) + 7.33

]

= 1.16× 10−3(δy)2
[
ln(δy) + 7.33

]
(6.15)

Estimation of δω

Given the angular resolution δθeγ, the back-to-back resolution (δω) is presented by

δω =
π(δθeγ)

2

4π
=

(δθeγ)
2

4
. (6.16)

Net expression of accidental background

From the above, the effective branching ratio of accidental background is given by

Bacc = Rπ · (2δx) ·
[ α

2π
(δy)2(ln(δy) + 7.33)

]
×

(δθ2

4

)
· (2δt), (6.17)

∝ ·δEe · δteγ · (δEγ)
2 · (δθeγ)

2, (6.18)

where only radiative muon decays are considered as a source of photons. The detail
estimation of the accidental background including contributions from annihilations in
flight and photon pile-ups by using the present apparatus will be given later.

Inclusive Photon Yield

The inclusive photon yield per muon decay gγ(y) (y ≡ 2Eγ/mµ ) was evaluated in [2] by
taking into account the following sources of photons:

• photons from radiative muon decays;

• photons from annihilation-in-flight;

• photons from positron interactions with surrounding materials;

• neutron induced background.

The integrated yield fγ(y) =
∫ 1
y dy′gγ(y

′) is plotted in Fig. 6.6. The rate of two photon
pile-up can be written as:

gγγ(y) =
∫ y

0
dy′gγ(y

′)gγ(y − y′)η(y′, y − y′), (6.19)

where η(y1, y2) is the pile-up rejection factor for two photons with energy fractions y1 and
y2, and 0 < y < 2. It depends on ∆Ωγγ and ∆tγγ which define the two-photon separation
power in solid angle and in time respectively, and are dependent on the energies of the
photons. They are evaluated by MC simulations [2].

The pile-up spectrum gγγ(y) is then integrated from (1 − δy) to (1 + δy), fγγ(y) =∫ 1+δy
1−δy dy′gγγ(y

′), where y ≡ 1− δy. The resulting integrated pile-up photon rate fγγ(y) is
shown in Fig. 6.7.

The rate of accidental coincidences of Michel positrons with random photons given by
fγ(y) + fγγ(y) is obtained by numerical integration over the selection cuts.
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Figure 6.6: Integrated photon yield per muon decay fγ(y).
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Figure 6.7: Integrated pile-up photon yield per muon decay fγγ(y).
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6.2.3 90% C.L. Sensitivity

To simplify the calculation of Bacc, the accidental background rate estimated in [2] was
scaled by using Eq. 6.18 and Bacc ∝ N2

µ. The muon stop rate should be optimized since
lower beam intensity reduces the accidental background rate. We obtain the relation
between the muon stop rate and 90% confidence level upper limit as shown in Fig. 6.8.
We find an accidental background of 8.9× 10−14 events per muon decay with a stopping
muon rate of 5.8 × 107/s. However it is expected that 4.9 accidental background events
are found with a 90% C.L. sensitivity of 1.2× 10−13.

Practically the number of expected backgrounds should be set to 0.5. Then an acci-
dental background of 2.6 × 10−14 events per muon decay with a stopping muon rate of
2.1× 107/s is obtained. The 90% confidence level upper limit becomes 1.5× 10−13. Since
this evaluation is based on the conservative values and some improvements in LXe de-
tector are expected in the MEG experiment as described in later sections, the sensitivity
will achieve an order of 10−13.
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Figure 6.8: The relation between the muon stop rate and the 90% C.L. sensitivity.

6.3 Decay Angular Measurement

If the µ → eγ events could be discovered, the MEG experiment would shift to the next
stage. The angular distribution of µ+ → e+γ with respect to the muon-polarization
direction would give information to discriminate among various models, because different
theoretical models predict a different helicity of e+ in µ+ → e+γ [95]. For polarized
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muons, the angular distribution of positron from µ+ → e+γ decay with respect to the
direction of µ+ spin direction is expressed by

dN(µ+ → e+γ)

d cos θe

∝ Br(µ+ → e+γ)× (1 + APµ cos θe) (6.20)

where N is the number of observed µ+ → e+γ events, Br is the branching ratio of
µ+ → e+γ , Pµ is the muon-spin polarization, θe is the angle between the muon spin and
the positron, and A is asymmetric parameter as follows

A =
|AL|2 − |AR|2
|AL|2 + |AR|2 , (6.21)

AR and AL are coupling constants.
There are three SUSY models to be discriminated by measuring the angular distribu-

tion: The SU(5) SUSY-GUT model predicts A = +1, yielding a (1+Pµ cos θe) distribution.
The SO(10) SUSY-GUT model predicts A ≈ 0, yielding an almost uniform angular dis-
tribution. Minimal Supersymmetric extension of the Standard Model (MSSM) with νR

model predicts A = −1, yielding (1 − Pµ cos θe) distribution. Hence it is possible that
these models are clearly discriminated if the signals are observed.

The backgrounds for this measurement are the same as the µ → eγ decay search.
The prompt background obeys (1 + Pµ cos θe) distribution and the accidental background
obeys (1 + P 2

µ cos2 θe) distribution.
Here assuming that the Br(µ+ → e+γ ) is 10−12 and A is +1, muon decay events were

generated to count the number of backgrounds and µ+ → e+γ signals. The detector
configurations and performances were set to the same values as those in Sec. 6.2. The
polarization Pµ was set to 97% as a realistic value although it could be 100% in principle.
The muon stop rate was set to a higher rate than the simple µ → eγ search, 3 × 108,
because this measurement requires as many of statistics as possible.

There are two free parameter in this analysis: Asymmetry parameter ranging −1
to +1 and log10 Br ranging −13 to −11. The parameter space of A vs. log10 Br was
divided into 200× 200 bins. In each bin, | cos θe| < 0.35 was divided into 4 bins to count
the number of backgrounds and signals observed there. For each 200 × 200 bin, χ2 for
Poisson-distributed data [98] was calculated.

χ2 =
4∑

i=1

[
2(N obs

i −N exp
i ) + N obs

i ln

(
N obs

i

N exp
i

)]
, (6.22)

where N obs and N exp are the observed and theoretical contents of the i-th bin.
Fig. 6.9 shows the 68%, 90%, and 95% C.L. sensitive region. It is found that A =

−1, 0, +1 are distinguishable for Br(µ+ → e+γ )> 10−12 with muon stop rate of 5.8× 107

for 2 years. This measurement requires a large quantity of muon decay events. For that
purpose, raising the muon stop rate brings a significant result. Alternatively a spin rotator
might be introduced to enable us to select θe ± 1 according to the expected theoretical
model, although it requires re-arrangement of the beam line.
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Figure 6.9: The sensitive region for the decay angular measurement with an assumption
of SU(5) SUSY-GUT and Br(µ+ → e+γ )> 10−12.

6.4 Prospects for Further Improvements of Perfor-

mance

In this section we discuss prospects for further improvements of the performance of the
LXe detector.

6.4.1 New PMT

The PMTs (R6041Q) used in the 100-liter prototype have the low QE and the distribution
of the values of QEs is rather broad as shown in Fig. 5.12.

In the R6041Q Rb-Cs-Sb is used as a photo-cathode material, but the cathode sen-
sitivity of this material is not so high for Xe scintillation (178 nm). A Mn layer used
between the photo-cathode and the quartz window to keep the surface conductivity of
the photo-cathode at low temperature may possibly absorb some part of the scintillation
photons before reaching photo-cathode layer. This might also be responsible for the low
QE of the R6041Q. Moreover, it is not so easy to control the thickness of the Rb-Cs-
Sb and the Mn layers due to technical difficulties in the evaporation procedure of these
materials. This possibly cause the broad distribution of the QEs.

Recently new type of PMT (R9288) has been developed to overcome these problems in
the R6041Q (Fig. 6.10). More standard bi-alkali, K-Cs-Sb is used as photo-cathode in this
model. K-Cs-Sb has a higher cathode sensitivity and it is easier to control the thickness
in the evaporation procedure as compared with Rb-Cs-Sb. Al strip pattern is coated on
the quartz window to keep the surface conductivity at low temperature instead of a Mn
layer. The strip pattern is designed to fit with the support structure of the dynodes to
minimize the influence of the photon absorption in the Al strips.
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Figure 6.10: Two types of PMTs: (a) R6041Q with Rb-Cs-Sb and Mn layers and (b) new
type (R9288) with K-Cs-Sb and Al strips.

The QEs of the R9288 have been recently measured. The preliminary results show that
their QEs are 3− 4 times higher compared with the QEs of the R6041Q. We can expect
better energy resolution by using the R9288 in the LXe detector because the resolution is
thought to be predominantly governed by the statistics of the number of photoelectrons.

6.4.2 Waveform Analysis

Capability of rejecting the pile-up background is quite essential for the γ-ray detector
in the MEG experiment. The distribution of the PMT outputs enables us to reject the
pile-up of accidental γ rays that are well separated spatially. Even pile-ups that are not
separated spatially can be rejected by analyzing the waveforms of the PMT outputs. In
the 100-liter prototype, ADCs and TDCs were used to read the PMT outputs, while in
the final detector all the PMTs will be read with high-speed waveform digitizers. A fast
analog sampling chip based on a switched capacitor architecture is being developed at
PSI: The Domino Ring Sampling chip [99] for this experiment. The sampling speed is
variable between 0.5 GHz and 2.5 GHz. It will be implemented not only for the readout
of the LXe detector but also for the readout of the drift chamber system and the timing
counters.

The principle of the operation of the DRS is illustrated in Fig. 6.11. The sampling
frequency in the GHz range is generated with a series of inverters. A sampling signal
propagates through these inverters freely (domino principle). Additional AND gates allow
to stop the domino wave in any cell by an external trigger signal. The domino wave runs
continuously in a circular fashion. Once a signal is stored, it is read out by a shift register
at a clock speed of 40MHz and digitized externally by a flash ADC.

The prototype has been recently tested in the 100-liter prototype. The waveforms of
the PMT signals from about 50-MeV γ rays were successfully taken at s sampling speed
of 2.5 GHz. The typical waveform is shown in Fig. 6.12. The performance of the pile-up
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rejection is being investigated with these data.

Figure 6.11: The principle of the operation of the DRS chip.
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Figure 6.12: Typical waveform of PMT signal from about 50-MeV γ rays taken with the
prototype of the DRS. A red curve is the best fit with two exponential function to the
waveform data.
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6.5 Calibration Method

In principle, calibration of the PMTs in the final detector will be done by using the
same method employed in the prototype detector study. The gain will be periodically
monitored and adjusted by using LEDs during the experiment. Individual PMTs will be
tested before installation by measuring their gain and QE in a test vessel. To measure
the resolution for a single photoelectron is essential to calibrate gain with precision. A
relative estimate of the QE under the influence of the magnetic field is as important the
gain adjustment. It is planned to use α sources on wires in LXe for monitoring and
measuring QE.

For absolute energy calibration, 55-MeV and 83-MeV γ rays from π0 → γγ decays will
be employed. Fig. 6.13 shows the schematic drawing of the calibration procedure. The
γ-ray energy and the opening angle between two γ-rays have a correlation by the decay
kinematics. If we require the opening angle is more than 175·, the energy spread of γ-rays
is 0.3 MeV (FWHM), which is smaller than the energy resolution of LXe detector. In order
to select the opening angle, γ-ray counter on the opposite of the LXe detector is required.
NaI array counters are supposed to be used as the anti-counters. The anti-counters can
face the target direction by moving to the upper and lower sides and tilting. If the π− rate
is 1×107, the trigger rate is estimated to be 10γ/s in the region of 2PMT×2PMTs (about
150cm2) on the incident face of the LXe detector. Assuming the number of PMTs on the
incident face is 216, the calibration process takes one day if 30,000 events are required for
each region.

It is also planned to perform absolute position calibration by using the meshed colli-
mator equipped inside the magnetic wall. For absolute timing calibration the radiative
muon decays will be used. At the early stage of the MEG experiment, absolute calibration
with beam should take some more weeks.

As mentioned in Sec 5.1, a beam test for the 100-liter prototype was performed in
πE1 area at PSI in 2004. In the LCS beam test the detector performance was evaluated
for γ rays up to 40 MeV, whereas the CEX beam test employs monochromatic γ rays of
55 MeV, 83 MeV, 128 MeV to enable the performance evaluation for higher energy γ rays.
One of the principal purposes in the CEX beam test was to estimate timing resolution.
In the LCS beam test it was difficult to tag scattering electrons because there was little
place to be set the tagging counter.

In this test, we replaced most of R6041Q with R9288s. It is expected that the increase
of total number of photoelectrons improves the performance. Moreover some channels
were prepared for waveform analysis with DRS chip as shown in Fig. 6.12.

We are now analyzing data taken in the CEX beam test and the result will be reported
in 2005.
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Figure 6.13: Schematic view of calibration with CEX beam.
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Conclusion

The 1000-liter liquid xenon scintillation detector is a key to the MEG experiment aiming
at verifying theories beyond the SM like SUSY-GUT through searching for a lepton flavor
violation signal, µ → eγ decay. Since such a large detector has never been built before,
we constructed a 100-liter prototype of the LXe detector to establish a stable operation
and to evaluate the practical performance for 52.8-MeV γ rays.

One of the strong points of LXe as a scintillator medium is high light yield. However
the contaminant in xenon such as water and oxygen causes the deterioration of the detector
performance. By introducing a purification system for liquid xenon, an absorption length
longer than 100 cm at 90% C.L. has been achieved. Thanks to the purification system
LXe is kept pure enough to maintain the high performance of the LXe detector at any
time. Moreover we established the stable operation of the LXe cryostat and the calibration
method. The stability of the LXe detector was assured by such a stable system.

In order to evaluate the performance of the LXe detector for γ rays of tens of MeV,
we carried out a beam test by using LCS beam at AIST in April, 2003. For 10-MeV to
40-MeV γrays, the energy resolution was estimated to be 3.2% to 1.5%, and the position
resolution of about 9.9 mm−11 mm (FWHM) was obtained.

Based on the result from the LCS beam test, we estimated the performance for the
1000-liter LXe detector. It is expected that the energy resolution is 5.2% (FWHM) and
the position resolution is the same as one for 40 MeV. The results from the various tests
with the 100-liter prototype and systematic studies with MC simulation show that a 90%
C.L. sensitivity in the MEG experiment reaches 1.5× 10−13 to enable the new search for
µ → eγ decay.
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Appendix A

10-liter prototype of Liquid Xenon
Scintillation Detector

In 1998 the first prototype of LXe scintillation detector was constructed [100]. It has an
active volume of 2.34 liter surrounded by 32 PMTs. Those PMTs and their holder were
immersed in about 10-liter LXe as shown in Fig. A.1.

thermal insuration
vacuum for

Liquid Nitrogen
Gas Xe

Gas Xe

Liquid Xe

Cooling
Pipe

~ 1atm

Figure A.1: Cross-sectional view of 10-liter prototype of LXe scintillation detector and
its vessel.
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The features of the 10-liter LXe detector were as follows:

• Photomultipliers immersed in LXe to catch LXe scintillation photons directly.

• LXe operation by using LN2 .

• LEDs for adjusting PMT gains.

• α source (241Am) for monitoring the stability of PMTs and adjusting relative PMT
gains.

• γ-ray sources for performance evaluation.

• Less out-gassing material, such as Teflon, Aluminum, and SUS.

• Double-layer vessel for thermal isolation.

It was very first time for us to treat the LXe detector. One of the purposes was to
establish the stable and secure operation of LXe. Those days it was already known well
that the purity of LXe at ppb level was essential for high light yield. We payed attention
to sufficient evacuation of vessels before liquefaction of xenon. It took 20 days to bake
and evacuate the vessel. The refrigerator was not used, cooling pipe of LN2 was adopted.
It was controlled according to the inner pressure with an electromagnetic valve. The
running time amounted to 1000 hours. No serious trouble happened over a series of the
tests. Everything worked stable and well. The PMT output was stable within 0.5%. This
was also an evidence of the stable operation.

The other purpose in the test with 10-liter LXe detector was to examine the response
for γ rays because we had never seen any signals in LXe detectors. Tests began with low
energy sources. We selected γ-ray sources from 320 keV to 1.836 MeV. The results are
shown in Fig. A.3, A.2, and A.4. In the case of low energy γ rays, Compton scattering
is dominant and electron shower cannot occur. Therefore it is nonsense to extrapolate
these results to higher energy like 52.8 MeV straightforward. However this test was great
significance in the history of R&D on the LXe detector.
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Figure A.2: The position resolution with the 10-liter prototype detector.
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Figure A.3: The energy resolution with 10-liter prototype detector. If theses results are
extrapolated to 52.8MeV, the expected energy resolution is less than 2%.
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