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Abstract

This thesis reports a search for resonances in light-by-light scattering using 14.6 fb−1 of
√
B = 13 TeV

?? collision data collected by the ATLAS experiment at the LHC. The light-by-light scattering mediates
a scattering of the beam protons. The scattered proton is detected by the ATLAS Forward Proton
(AFP) spectrometer, while the ATLAS detector reconstructs the photons. At least one of the outgoing
protons is required to match the kinematics of the final state diphoton to reduce the background events.
Diphoton resonances in the mass range from 150 GeV to 1600 GeV are searched using signal and
background distribution models with unbinned fitting. The maximum observed local significance is 2.51 at
<- = 454 GeV, and there is no excess from the standard model. Upper limits are placed on the production
cross section as a function of the resonance mass. The results are interpreted as the upper limits of the
ALP coupling constant to two photons. All the results are obtained assuming the branching ratio to two
photons is 100%. The observed upper limits of the coupling constant are about 0.04 TeV−1 in the range
<- = 200 to 1000 GeV.
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1 Introduction

1.1 Light-by-light scattering at the LHC

The studies of light-by-light scattering, a process in which two photons interact and turn back into two
photons, have long attracted interest. This interaction is supposed not to occur in a vacuum in the classical
electromagnetism. However, the quantum electrodynamics (QED), a part of the standard model (SM)
of particle physics, two photons can interact with each other through a loop of charged fermions or,±

bosons [1]. In addition to studies of this interaction, observation of the effects of new physics beyond the
standard model (BSM) mediating light-by-light scattering has been aimed in many experiments. Light-
by-light scattering has been measured in photon scattering in the Coulomb field of a nucleus (Delbrück
scattering) [2–5] and in the photon-splitting process [6]. Both apply electromagnetic fields to observe light-
by-light scattering. Detailed backgrounds and the other experiments concerning light-by-light scattering
are described in Ref. [7, 8].

Currently, high-energy colliders are the only place where the Schwinger limit of 1018 V m−1 is surpassed [9].
At the Large Hadron Collider (LHC) [10], the electromagnetic fields between beam hadrons are strong
enough to create fluxes of high-energy virtual photons. These photons can then interact with each other,
enabling light-by-light scattering. In 2016, the ATLAS collaboration claimed the first direct evidence
of high-energy light-by-light scattering without any additional electromagnetic field applied [11]. This
experiment made use of Pb+Pb collisions, which are LHC beam collision experiments, to collide lead
ion beams with each other. The electromagnetic fields around the colliding lead ion can be treated as
quasi-real photons with a small virtuality [12–14], and the photons can collide with each other, as known
as ultraperipheral collision (UPC) [15, 16]. Hence, the ATLAS observation means the LHC was used
as a photon-photon (WW) collider. Fig. 1.1 shows the Feynman diagram of such an event. Light-by-light
scattering can occur in collisions between charged particles in general. Further progress of light-by-light
scattering measurement in the LHC is described in Sec. 1.3.2.

Historically, the modeling of photon production from a fast-moving charged particle was developed
following a discussion by Fermi [17]. The electric field produced by the charged particle is predominantly
transverse. It is, in association with the magnetic field surrounding it, described as a flux of photons with

Pb

Pb

Pb(∗)

Pb(∗)

W

W

W

W

Figure 1.1: Feynman diagram of SM light-by-light scattering in Pb+Pb collisions. An electron is an example of a
particle that forms a loop. The potential electromagnetic excitation of the lead ion is denoted by (∗) .
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1 Introduction

density =(l), where l is the energy equivalent to frequency. The cross section of the electromagnetic
interaction of such photons with another particle was then approximated by the convolution of the photon
flux with the relevant real photon production cross section. This model was simplified as Weizsäcker-
Williams approximation (WWA) [13, 18] to enable easier calculation of =(l) and the cross section which
is given as

df = fWd=,

where fW is the cross section for absorption of photons with energy l. The original WWA neglects photon
virtuality. The story so far is detailed in Refs. [19, 20]. Likewise, the light-by-light scattering cross section
in a collision between charged particles is given as

df = fWWd=1d=2,

where fWW is the two-photons interaction cross section, and d=8 is the photon flux of charged particle 8.

The WWA has been improved as equivalent photon approximation (EPA) [20] considering photon virtuality.
The EPA is similar to the quantum chromodynamics (QCD) factorization theory which calculates the
convolution of the parton distribution function (PDF) and the hard-process cross section to derive the cross
section in a collider experiment. The photon distribution =8 is also defined as photon PDF and convoluted
with the cross section of light-by-light scattering, an example of a hard process. In the EPA, the photon
flux is given as a function of energy l and virtuality &2 of the photon,

d=8 =
U

c

dl8

l8

d&2
8

&2
8

[(
1 − l8

�8

) (
1 −

(&min)2
8

&2
8

)
(�E)8 +

l2
8

2�2
8

(�M)8

]
, (1.1)

where U is the fine-structure constant, � is the incoming charged particle energy, &2
min is the minimum

photon virtuality [20, 21]. The �E and �M depend on beam charged particle 8. For example, if the particle
8 is electron, (�E)8 = (�M)8 = 1.

1.1.1 Light-by-light scattering in p p collisions

This thesis focuses on protons as the beam particles in LHC proton-proton (??) collisions. Phenomeno-
logically, photon production from incoming proton beams can be described as elastic or inelastic, which
refers to how each photon is produced from the proton beam. Elastic production occurs as coherent photon
radiation from the whole proton without disintegration. In inelastic production, the proton breaks up and
induces hadronic activity, which is often called dissociative production. Inelastic production can occur
in two regimes. For &2 . 5 GeV2, the proton excites and subsequently decays into a low-multiplicity
final state. For higher &2, the photon can be considered as being radiated off a parton inside the proton.
Suppose both photon productions from beam protons colliding with each other are elastic. In that case,
the two-photons interaction in the ?? collision is called exclusive or elastic, referred to as EL in this thesis.
On the other hand, an event in which one photon production is inelastic is called a single-dissociative (SD)
event, and an event in which both photon productions are inelastic is called a double-dissociative (DD)
event. The SD and DD events are collectively called dissociative events. Fig. 1.2 shows the conceptual
Feynman diagram of EL, SD, and DD events in ?? collisions.

In the ?? collisions, the &2
min is approximated as

(&min)2
8 =

<2
?b

2
8
+

[(
<? (∗)

)2

8
− <2

?

]
b8

1 − b8
,
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?

?

?

?

W

W

(a) EL
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?
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(b) SD

?
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W

W

(c) DD

Figure 1.2: Feynman diagrams illustrating (a) EL (b) SD (c) DD photon-initiated event in ?? collisions.

where b = l/� , <? is proton mass, and <? (∗) is the invariant mass of the final state proton which can be
either intact or dissociative. The (�E)8 and (�M)8 depend on whether the 8-side proton remains intact or is
dissociated. In the elastic case, they are given in terms of proton form factors �E and �M,

(�E)8 =
4<2

? + (�E)2
8

4<2
? +&2

8

,

(�M)8 = (�M)2
8 .

As a characteristic of proton, the �E approximately satisfies

(�E)2
8 =

(�M)2
8

`2
?

=

(
1 +

&2
8

0.71 GeV2

)−4

,

where the proton magnetic moment is taken to be `2
? = 7.78. In the inelastic case, the � factors are given

in terms of proton structure function �2(G, &2),

(�E)8 =
∫

�2
(
G8 , &

2
8

)
G8

dG8 ,

(�M)8 =
∫

�2
(
G8 , &

2
8

)
G3
8

dG8 ,

where G8 is the fraction of the energy of the parton interacting with the photon over the proton energy and
is approximated as

G8 =
&2

8(
<?∗

)2
8

,

where <?∗ is the invariant mass of the dissociated proton system, in the limit that the quark mass is
negligible. The maximum photon virtuality &2

max is approximated as 1/A2
? and typically assumed to be

2-4 GeV2 [22], where A? is the proton radius.

The distribution of photon flux = peaks at low& because it is proportional to 1/&2. This means the protons
with low scattering angles are dominant. Especially in the elastic photon productions, the angle is typically
as slight as $ (10) µrad. The photon fluxes are integrated over &2,

=8 (l8) =
∫ &2

max

&2
min

d=8
dl8d&2

8

d&2
8 .
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1 Introduction

In the ?? collisions with the center-of-mass energy
√
B, the luminosity of the WW collisions as a function

of center-of-mass energy of two-photons,

<WW ≡
√
B̂ ≡

√
Bb1b2 = 2

√
l1l2,

is calculated as a convolution of the photon spectra,

d!WW

d<WW

= =1 (l1) ⊗ =2 (l2) .

The cross section of light-by-light scattering in ?? collisions is then given by

df
dΩ

=

∫ d!WW

d<WW

df̂
dΩ

d<WW ,

where df̂/dΩ is the cross section of light-by-light scattering as the elementary process [23].

1.1.2 Forward proton detectors

After EL or SD processes at the interaction point (IP), the intact protons remain part of the beam. They can
be detected, tagged, and have their kinematics measured by the LHC’s forward detectors. In the ATLAS
experiment [24], the ATLAS Forward Proton (AFP) detectors [25] are used as such detectors. The AFP
detectors are placed about 210 m away from the IP in the LHC beam pipe on both sides of the beam
direction. The detail of AFP is described in Sec. 2.3. The AFP can measure proton fractional energy loss
b for each side and can be used for analyses of WW collisions tagging the events with the protons.

Fig. 1.3 shows the simulated d!WW/d<WW as a function of <WW for each of Pb+Pb and ?? collisions. The
WW luminosity in ?? collisions at

√
B = 14 TeV is higher than the one in Pb+Pb collisions at

√
B = 5.52 TeV

in the high-mass range. On the other hand, the luminosity in Pb+Pb collisions is enhanced in the lower
mass range because it is proportional to /4, where / is the atomic number of the ion. This is because an
ion form factor in the Eq. 1.1 is proportional to /2. The luminosities for ?? collisions with a requirement
of proton tagging with forward detectors are also illustrated in the plot.

If the decay products from light-by-light scattering are detected in the ATLAS detector, the b can be
calculated from their kinematics as well.1 In the event selection, requiring the consistency of the measured
b values between the ATLAS and AFP detectors for each side reduces the background events. It improves
the sensitivity to the events of interest. The analysis in this thesis makes use of this feature as the primary
strategy for event selection. Conventional WW collision analyses specific to EL events without the forward
proton detectors usually require less track multiplicity around the interaction vertex or low calorimeter
activity instead.

The CMS-TOTEM Precision Proton Spectrometer (PPS) [27], managed by the CMS [28] and TOTEM [29]
collaborations, is an AFP equivalent in the LHC. The PPS detectors are also around 200 m away from
the IP in the CMS detector. It is proposed to add additional forward proton detectors at around 400 m
positions to enhance the proton acceptance, as also discussed for the AFP (see Fig. 1.3) [30].

1Since AFP is also operated by the ATLAS , some papers regard AFP as part of the ATLAS detector and refer to the ATLAS
detector as the central detector. However, this thesis distinguishes the ATLAS and AFP detectors.
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1⇥ 1026
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1 10 100 1000

dLe↵

dM��
[cm�2s�1GeV�1]
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PbPb, L = 6⇥ 1027 cm�2s�1,
p
s = 5.52 TeV

pp, L = 2⇥ 1034 cm�2s�1,
p
s = 14 TeV

pp, RP 220 m

pp, RP 220 + 420 m

Figure 1.3: Effective WW luminosity as a function of photon-fusion mass in Pb+Pb and ?? collisions at the LHC [26].
In the ?? case, the WW luminosity is also shown with proton tagging at 220 m and 420 m away from the IP. The “RP”
stands for the Roman Pots, containing the AFP detectors described in Sec. 2.3. Though the installation of forward
proton detectors at around 420 m has been proposed, no experiment has been realized yet.

1.2 Light-by-light scattering mediated by new physics

The cross section of SM light-by-light scattering in ?? collisions is too small to be observed in the current
LHC. However, BSM particles can enhance the cross section of light-by-light scattering and make it
observable. Although the cross section is still small, the proton tagging with the forward proton detectors
enhances the sensitivity and enables the search for high-mass BSM particles mediating light-by-light
scattering. Many BSM models predict the existence of new particles that couple with photons. The
analysis of light-by-light scattering can probe such new physics. The analysis in this thesis assumes an
axion-like particle (ALP), an extension of the axion, as a target signal process.

The QCD field has multiple vacuums mixing with each other and is naturally expected to violate �%
symmetry. The �%-violating term in the QCD Lagrangian is

LΘ = −Θ̄UB
8c
�`a�̃`a ,

�̃`a ≡ 1
2
n `a_d�_d,

where Θ̄ ∈ [−c, c] is the �%-violating parameter, �`a is the color field strength tensor, and �̃`a , with
Y0123 = 1, is its dual [31]. However, experimentally, �% has been measured to be preserved so far with
precision 10−10 at least [32, 33]. This unnatural fine-tuning is called strong �% problem [34, 35].

A field with a global U(1) symmetry spontaneously broken in the early universe is introduced to solve
this problem. The symmetry is called Peccei-Quinn (PQ) symmetry, and the underlying U(1) is denoted
U(1)PQ. The spontaneous symmetry breaking (SSB) selects a single vacuum from the multiple vacuums.
As a general property of global symmetry SSB, a massless Nambu-Goldstone boson (NGB) appears. If the
global symmetry is also explicitly broken, most likely due to quantum effects, the NGB acquires mass and
is called pseudo-NGB (PNGB). This PNGB is called axion when the symmetry of interest is U(1)PQ [36,
37], and its mass is denoted <-. The axion is a pseudo-scalar particle with negative parity. The color
anomaly

L066 = Ξ
0

50

UB

8c
�`a�̃`a
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W

W

0

Figure 1.4: Feynman diagram of axion and two-photons coupling. Fermions mediate the interaction.

is induced by the axion field 0, where 50 is the axion decay constant regarded as the PQ scale, and Ξ is a
model-dependent anomaly coefficient. This term also represents the potential for the axion field whose
minimum is at 0 = Θ̄ 50/Ξ, cancelling the �%-violating term and thus solving the strong �% problem.

The coupling of an axion to two photons is induced by mixing with c0 [38–40],

L0WW = − 1
5
0�`a �̃

`a ,

where 5 −1 is the coupling constant,2 �`a is the electromagnetic field strength tensor, and �̃`a is its dual.
Charged fermions mediate the coupling as shown in Fig. 1.4. The axion two-photon decay width is
calculated as

Γ =
<3

-

4c 5 2 . (1.2)

As a general property of PNGB, the coupling constant is proportional to axion mass. The quantitative
relation depends on the PQ scale and the PQ charge of the fermions, which are model-dependent. However,
motivated by the fact that axion has not been observed up to now, one may loosen a condition of axion
and introduce ALPs whose mass and coupling constant are independent. There is no change in other
properties, such as Lagrangian and decay width. The ALP field is also denoted 0, and the Lagrangian is

L =
1
2
m`0m`0 −

1
2
<2

-0
2 − 1

5
0�`a �̃`a , (1.3)

where the first and second terms are kinetic and mass terms, respectively.

Any BSM neutral spin-0 particle couples to fermions only via dimension-5 operators proportional to
the fermion mass, while its dominant coupling to gauge bosons is via dimension-5 operators containing
derivatives [23]. Thus, in energy regimes exceeding the top quark mass, ALPs are only accessible through
their coupling to the gauge bosons and the Higgs boson. In this thesis, only photon coupling is considered.
Fig. 1.5 shows the Feynman diagrams for the EL, SD, and DD processes of light-by-light scattering in ??
collisions mediated by ALP. In this thesis, these processes are called signal events.

Using the WW → WW helicity amplitudes

M++++ = − 4
5 2

B̂2

B̂ − <2
-

,

M++−− =
4
5 2

(
B̂2

B̂ − <2
-

+ Ĉ2

Ĉ − <2
-

+ D̂2

D̂ − <2
-

)
,

M+++− = 0,
M+−+− ( B̂, Ĉ, D̂) = M++++(D̂, Ĉ, B̂),
M+−−+( B̂, Ĉ, D̂) = M++++(Ĉ, B̂, D̂),

2Alternatively, 6 ≡ 5 −1 is often used as the coupling constant.
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Figure 1.5: Feynman diagrams illustrating ALP 0 mediated light-by-light scattering. This process can take place in
three distinct topologies: (a) exclusive ?? → ?(WW → WW)?, (b) single dissociative ?? → ?∗ (WW → WW)?, and (c)
double dissociative ?? → ?∗ (WW → WW)?∗.

where B̂, Ĉ, and D̂ are the Mandelstam variables of the diphoton system, the elementary process unpolarized
cross section is given by

df̂
dΩ

=
1

128c2 B̂

(
|M++++ |2 + |M+−+− |2 + |M+−−+ |2 + |M++−− |2

)
.

The calculation is discussed in Ref. [23] and is valid up to <WW ∼ 4c 5 . In the <WW mass range where
ALP is produced resonantly, the elementary process cross section is proportional to the coupling constant
squared,

f̂ ∝ 5 −2B0→WW , (1.4)

where B0→WW is the branching ratio of ALP decaying to two photons assumed to be 100% in this analysis.
A more detailed modeling is in Ref. [22].

The ALP model described above is used for signal Monte Carlo (MC) sample generation and is assumed
to interpret the results in this thesis. However, there are other BSM models that can be examined using
light-by-light scattering, such as warped extra dimensions [41], Kaluza-Klein gravitons [42], and composite
Higgs [43]. There is also a model-independent Effective Field Theory (EFT) to represent BSM light-by-
light scattering by the effective Lagrangian using dimension-8 operators,

L4W = Z1�`a�
`a�df�

df + Z2�`a�
ad�d_�

_`, (1.5)

where the coefficients Z1,2 are the parameters and predicted by any BSM model [22]. The WW → WW cross
section is calculated as

df̂
dΩ

=
1

16c2 B̂

(
B̂2 + Ĉ2 + B̂Ĉ

)2 (
48Z2

1 + 40Z1Z2 + 11Z2
2

)
.

Although searches dedicated to resonant BSM signals such as the ones introduced in Sec. 1.3.1 can also
study several different BSM models inclusively, the EFT model can take non-resonant BSM signals into
account as well.

1.3 Previous researches

ALPs have been strongly constrained by multiple observations [44]. Many such results are model-
independent and thus can be represented in the coupling constant or cross section versus mass plane of
ALP. The parameter space is loosely constrained at high masses above the GeV scale, where searches are
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Figure 1.6: Exclusion limits of the fiducial cross section of resonant decay spin-0 BSM particles into two-photons in
NWA as a function of their mass [52]. The analysis uses 139 fb−1 of ?? collision data at

√
B = 13 TeV. The region

above the solid black line is excluded.

collider-based. Some studies explicitly searching for ALPs have been performed, but their mass ranges are
lower than the research target in this thesis [45].

This section introduces three kinds of previous research whose methodologies are inherited in the analysis
of this thesis. Each sort of analysis sets exclusion limits on a parameter space of BSM.

1.3.1 High-mass inclusive diphoton resonance searches

Some resonant BSM particles can decay into two photons. Requiring high-energy photons in the final state
reduces background events, and the excellent energy resolutions of the electromagnetic (EM) calorimeters
of the ATLAS and CMS detectors enable the diphoton mass (<WW) distribution to have a narrow peak
corresponding to the resonance.3 The Higgs discovery made use of these features in the � → WW

channel [46, 47]. After the discovery, high-mass diphoton resonance searches have been performed in the
ATLAS [48–52] and CMS [53–57] experiments in <WW ranges beyond $ (100) GeV. Despite the excellent
detector resolution, the peak width is dominated by the detector resolution rather than the natural width in
some models. Especially the natural width is assumed to be 0 if it is smaller than a few GeV, which is
called narrow-width approximation (NWA).

To use the narrow feature of the resonance peak effectively, the <WW distribution is modelled by a function
for each hypothetical mass of the BSM particle of interest. On the other hand, the background <WW

distribution has a smoothly-falling shape, which is also parametrized with another function. Finally, the
sum of these signal and background functions, the signal-plus-background (s+b) function, is fitted for each
BSM particle mass. This enhances the sensitivity to signal events compared to binning the distribution
into a histogram where the binning optimization is not trivial.

The latest ATLAS result uses 139 fb−1 of ?? collision data at
√
B = 13 TeV [52]. The exclusion limits

on the cross section of spin-0 particle resonance in NWA are shown in Fig. 1.6. The latest CMS journal
publication uses of 35.9 fb−1 of ?? collision data at

√
B = 13 TeV [57]. Since these analyses search for

BSM particles inclusively, the results can be interpreted as resonant ALPs with narrow widths.

3The ATLAS EM calorimeter also has an excellent angular resolution.

14



1.3 Previous researches

ma [GeV]

1/
�

a
[T

eV
�

1
]

Figure 1.7: Statistically excluded regions in a plane of ALP coupling constant to two-photons and ALP mass [60].
The coupling constant is defined as Λ−1

0 ≡ 4 5 −1 [62]. The ATLAS light-by-light scattering analysis result using
2.2 nb−1 Pb+Pb of collision data at

√
B = 5.02 TeV (indicated by “this paper”) is compared with the other results

derived from Refs. [44, 58, 63–65].

1.3.2 Light-by-light scattering observation in Pb+Pb collisions

After the reports of the strong evidence of light-by-light scattering [11, 58], the ATLAS achieved an
initial direct observation of high-energy light-by-light scattering [59] in 2019 by performing an exclusive
diphoton analysis in 1.73 nb−1 of Pb+Pb collision data at

√
B = 5.02 TeV. The interaction does not break

the beam lead ions. Therefore, no QCD interaction occurs at the signal vertex. In the final state, two
photons are exclusive in that no other objects are associated with the signal vertex. Thus, the final state
diphoton is back-to-back in a plane orthogonal to the beam direction, and the event selection uses this
characteristic.

The ATLAS analysis was updated using 2.2 nb−1 Pb+Pb collision data, adding the result of the ALP
search [60, 61]. Fig. 1.7 shows the exclusion limits of ALP coupling constant to two-photons derived from
Refs. [58, 60]. The limits are up to 100 GeV and do not overlap with the search region of the analysis in
this thesis.

1.3.3 Analyses using the forward proton detectors

The ATLAS observed SM WW → ℓ+ℓ− process in 14.6 fb−1 ?? collision data using the AFP for the first
time [66]. Fig. 1.8 shows the diagram of the signal event in the analysis. This result serves as proof-of-
principle to demonstrate that the AFP system and software can be used in conjunction with the ATLAS
detector information to deliver physics results. Since the initial beam proton momenta are known, the
proton energy loss fractions b8 can be calculated from the measured dilepton kinematics simultaneously.
The events are required to have at least one proton with b measured by the AFPs close to the b calculated
from the dilepton system. This is called diphoton-proton matching. The elementary WW → ℓ+ℓ− processes
have already been measured by the ATLAS [67–69] and CMS [70, 71] collaborations without using
the forward proton detectors in the past. Thus, the 14.6 fb−1 data analysis using the AFPs has roles not
only as a verification of the SM but also as an anomaly search. In addition, the signal events are used
for the calibration and performance evaluation of the AFPs. The CMS and TOTEM s also reported the
observation of the same kind of events with proton tagging on one side of the outgoing protons [72].
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Figure 1.8: Feynman diagram of SM WW → ℓ+ℓ− process in ?? collisions. Lepton ℓ is electron or muon. The
potential proton dissociation is denoted by (∗) .

As another process searched for using the forward proton detectors, the CMS and TOTEM published the
first result of a search for light-by-light scattering mediated by BSM particles in 9.4 fb−1 of ?? collisions
at
√
B = 13 TeV using the PPS detectors [73]. The signal event of the analysis is the same as the one in

the research in this thesis. However, the CMS and TOTEM analysis targets only EL processes requiring
the kinematical matching of both sides of the outgoing intact protons. In this case, only electromagnetic
coupling needs to be taken into consideration. In other words, this search is independent of the strong and
weak force couplings that most other LHC searches rely on, enabling clean events analysis. Such a double-
matching results in extreme background events reduction. Then, a counting experiment is performed to
set exclusion limits on the parameter spaces of the BSM models. MC samples are used for the background
events contribution estimation.

The CMS-TOTEM PPS analysis results were updated using the 102.7 fb−1 data [74]. Even this updated
analysis observed only one event after all the event selection due to the strict double-matching requirement.
Both the previous and the later analyses set exclusion limits on the Z1-Z2 plane described in Sec. 1.2. In
addition, this analysis set the exclusion limits of the ALP coupling constant to two photons as a function of
ALP mass. In contrast to the resonance searches with <WW distribution shape fitting described in Sec. 1.3.1,
the number of events after the event selection are counted inclusively in terms of ALP mass. The signal
efficiency, the rate of signal events passing the event selection, is estimated for each hypothetical ALP
mass using signal MC samples. The exclusion limits are derived from the number of observed events and
the signal efficiency for each ALP mass. The signal efficiency and the ALP exclusion limits are shown
in Fig. 1.9. The single peak structure of the efficiency reflects the PPS geometrical acceptance and is
propagated to the mass dependency of the limits.

1.4 Aim and overview of this work

This research aims to establish methods for searches for BSM light-by-light scattering and other similar
research, inspired by the observation of light-by-light scattering in 2019 [59] first. Then, ALPs with mass
ranging from 150 GeV to 1600 GeV mediating light-by-light scattering in the LHC ?? collisions are
chosen as the target in the analysis as the first example. This is the first time for the ATLAS to study
light-by-light scattering in the ?? collisions. The appearance of the new detectors, AFPs, was the decisive
factor in starting this research. The analysis inherits the methodologies in Refs. [52, 60, 66] introduced in
Sec 1.3.

The ?? collision data taken in 2017 is used in this analysis. The ATLAS detector and the AFPs are used
to detect the final state of two photons and protons of the signal events, respectively. This analysis is the
second one using the AFP after the dilepton analysis [66], and the same datasets of 14.6 fb−1 are used.
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Preliminary

(a) Signal efficiency (b) Exclusion limits

Figure 1.9: Results of a search for light-by-light scattering mediated by BSM particles using the CMS-TOTEM PPS
detectors [74]. (a) Signal efficiency as a function of ALP mass estimated using the signal MC samples for each
data-taking year. The dashed lines only consider the detector efficiency, and the solid lines include the other object
and event selection efficiency. (b) The exclusion limits of ALP coupling constants to two photons as a function of
ALP mass. The region above the solid black line is excluded.

The experimental setup is detailed in Sec. 2. The analysis in this thesis uses two kinds of samples, the data
samples and the signal MC samples. The former was taken in the actual experiment in 2017 when AFPs
became operational stably. Unfortunately, the 2018 data of the AFPs failed to be recorded correctly. The
signal MC samples are used for modeling signal event distribution, evaluation of signal efficiency, and
some tests for systematic uncertainty evaluation. The details of the samples are described in Sec. 3.

Events with a high-energy back-to-back diphoton system are selected as done in the Pb+Pb light-by-light
scattering analysis [60]. The proton energy loss fractions b8 are calculated from the diphoton kinematics
for each side 8, assuming the initial photon virtuality is small enough. The formula is derived in Sec. 4. To
clarify that the b8 is calculated from the diphoton, this is denoted b8WW . The b8 can also be measured by
the AFP if the outgoing proton 8 remains intact and has momentum within the geometrical acceptance
of the AFP. The b8 measured by the AFP is denoted b8AFP. Only the events with at least one outgoing
proton within a b8AFP range in which the proton reconstruction efficiency and its uncertainty are measured
are selected. The events are also required to have at least one b8 within the corresponding b8WW range. In
addition, the matching between b8WW and b8AFP is required as done for each 8 as done in Refs. [66, 74]. The
concepts of the matching are illustrated in Fig. 1.10. Finally, the events with matched pair of b8WW and
b8AFP for at least one 8 are selected. This is called OR selection in contrast to the selection used in the
CMS-TOTEM PPS analysis [74] requiring the matchings for both protons 8, which is called AND selection
in this thesis (see Sec. 1.3.3). The event selection are detailed in Sec. 4.

The statistical model inherits one used in the high-mass diphoton resonance search [52]. The s+b fitting
with the model enhances the sensitivity to resonant ALPs. The signal distribution is modelled in Sec. 5.
The signal efficiency is also modelled as a part of signal modeling in this section. The ALP mass
dependency of the efficiency reflects the AFP acceptance and differs from the CMS-TOTEM PPS case
because of the difference between OR matching and AND matching. The unit of signal yield in the final
results, signal strength, is also defined here. The background distribution is modelled in Sec. 6. For the
modelling, a background sample is prepared in a fully data-driven way. This means no background MC
sample is used, unlike usual analyses. Such data-driven background sample creation method inherits the
dilepton analysis [66], but some points were improved in this analysis. The uncertainties of the signal
and background models are considered in each section. For the background modeling uncertainty, the
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Figure 1.10: Conceptual illustration of matching between b8WW and b8AFP. In the ATLAS detector illustrated at the
center [75], the final state two-photons are detected by the EM calorimeter, and b8WW is calculated. The outgoing
proton is curved by the LHC magnets and enters the AFPs to have b8AFP measured.

data-driven background distributions are smoothed, and spurious signals are evaluated by s+b fitting to
artificial distributions derived from the smoothing.

The systematic uncertainties originate from the preciseness of object detection, simulation, and reconstruc-
tion, for example. Such effects are summarized in Sec. 7, including the signal and background modeling
uncertainties. The complete statistical modeling is discussed in Sec. 8. The systematic uncertainties are
incorporated into the model as the constraints to the likelihood. Two kinds of statistical tests are performed
using popular test statistics. One is for testing BSM, and the other is for setting the exclusion limits for the
ALP parameter space. The results are shown in Sec. 9. Discussions about the interpretation of the results,
comparison to the other analyses, expected improvement in the future analysis, and how the methods
established in this research can be used in future analyses follow in the same section.
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2 Experimental Setup

The experimental setup consists of the LHC, ATLAS detector, and AFPs. This section introduces them.

2.1 LHC

The LHC [10] is an energy-frontier hadron-hadron collider operated by the European Organization for
Nuclear Research (CERN) that aims to search for new physics at the TeV scale directly. It is placed across
the border of Switzerland and France in a tunnel with 27 km circumference and a depth of down to about
100 m from the ground level. It is designed to collide proton beams at

√
B = 14 TeV and an instantaneous

luminosity of 1034 cm−2s−1. The LHC also accelerates heavy ions, but only ?? collisions are discussed in
this thesis. The LHC consists of straight sections and arc sections. The straight sections are used as the
insertion regions (IRs) where the experimental apparatus are inserted into the LHC tunnel. The ATLAS
detector is at an IR. To have the protons with � = 7 TeV remain in the LHC, the dipole magnets with 8.3 T
are needed in the arc sections. The current LHC magnets cannot have a higher magnetic field because the
NbTi superconducting wire induces quenching1. The beam proton loses its energy through synchrotron
radiation, having it complemented by radiofrequency (RF) acceleration. The energy loss is proportional
to W4, where W is the beam Lorentz factor. For example, a beam proton with � = 7 TeV loses 7 keV per
revolution (turn). During the operation from 2010 to 2012 (Run 1), the LHC performed ?? collisions at√
B = 7 TeV and 8 TeV. During the operation from 2015 to 2018 (Run 2), the LHC worked at

√
B = 13 TeV.

The setups in 2017 when the data used in this research were taken are discussed in this section.

The LHC proton beams are transported in a bunch structure, and each beam bunch consists of approximately
1011 protons. The beam bunches orbit the two parallel beam pipes in opposite directions and cross at
the IP of the ATLAS detector at a frequency of 40 MHz. The beams circling the LHC clockwise and
counterclockwise are called beam 1 and beam 2, respectively. It takes about 90 µs per turn for a bunch, and
its inverse (revolution frequency) is about 11 kHz. Since the ?? collision cross section is about 0.1 b, the
?? collision frequency is $ (1) GHz. Thus, the averaged number of ?? collisions per bunch crossing is
$ (1) GHz/40 MHz ∼ $ (10). All these ?? collisions, except for the events of interest, are called pileups.
A bunch crossing or its timing referred from the detectors is called BC. Detected pileups are subdivided
into the ones originating from the same BC (in-time pileups) and different BCs (out-of-time pileups).
Although a BC is a set of ?? collision events, it is often referred to as an event, especially in physics
analyses.

The proton beams are accelerated in a series of other accelerators before being injected into the LHC.
Fig. 2.1 illustrates the CERN accelerator complex. The origins of the protons are hydrogen anions. The
initial injector, LINAC 2, accelerates them to 50 MeV. The anions are injected into the Proton Synchrotron
Booster (PSB), and the electrons are removed from the anions using the carbon foils to obtain the proton
beam. The protons are accelerated to 1.4 GeV in the PSB and injected into the Proton Synchrotron (PS)
six times until the PS is filled. In the PS, the protons in the six bunches are accelerated to 26 GeV. In this
process, 72 of the 40 MHz beam bunches are formed by gradually inducing higher RFs. This method,

1The critical surface limits the superconducting phase in the space of temperature, current density, and magnetic field. A
too-strong magnetic field causes heating and hence violates the superconductivity. This is called quenching.
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Figure 2.1: The complex chain of particle accelerators in CERN [77]. The dark blue line illustrates the LHC. The
smaller machines are used in the chain to help boost the particles to their final energy and provide beams to a whole
set of smaller experiments, which also aim to uncover the mysteries of the universe.

called multiple splitting, is illustrated in Ref. [76]. The bunches are then injected into the Super Proton
Synchrotron (SPS) in 72 × 4 times at most until the SPS is filled. The protons are accelerated to 450 GeV
with the SPS. Finally, the bunches are injected into the LHC until the LHC is filled. Then, the protons are
accelerated to 6.5 TeV taking about 20 minutes for the Run 2 case.

The injections and extractions of the beam into and from the accelerators are controlled by the septum and
kicker magnets. A septum magnet creates spaces with a strong magnetic field and without a magnetic field
in a small region, enabling the injection or extraction while the orbiting bunches are unaffected. A kicker
magnet is used to put the protons from the magnetic space into the orbit or extract the protons from the
orbit to the magnetic space. The kicker magnets are magnetized only during the injection and extraction.
Their magnetization and demagnetization take a finite time, depending on the beam energy. Thus, there
exist empty bunches for that operation in the 40 MHz bunches.

The quadrupole magnets have a so-called FODO cell structure in conjunction with the dipole magnets
to repeat the focusing and defocusing of the beam in the axes orthogonal to the beam direction. This
is called betatron oscillation, and its period is tuned not to be an integral multiple of the period of the
turn in order to stabilize the beam. Position G(B) in one of the transverse axes and its derivative G′(B) are
defined for each position B in the accelerator. The geometric emittance n = f2

G (B)/VG (B) is the degree
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2.2 ATLAS detector

of the deviation of the beam in the (G, G′)-plane, where f2
G (B) is the G-direction deviation of the beam,

and VG (B) is determined by the accelerator setup and is called V-function. The normalized emittance
of the beam is defined as nn = VWn , where V is velocity. This is a conserved quantity with respect to B
and is 3.5 µm in the LHC. Thus, the beam width has a negative correlation with the beam energy. After
the beam energy reaches 6.5 TeV, the final focusing system dynamically adjusts the VG of the series of
quadrupole magnets closest to the IP to squeeze the beam and maximize the luminosity at the IP. After the
squeezing, V∗ ≡ VG (IP) is 0.3-0.4 m in the standard runs in 2017. The instantaneous luminosity L at the
IP is calculated as

L =
=b#b1#b2 5rev

4cfGfH

� ≈ =b#b1#b2 5revW

4cnnV∗
�,

� =

[
1 +

(
\2fI

23

)2
]− 1

2

,

3 ≈

√
nnV∗

W
,

where =b ∼ 2500 is the number of bunches per revolution, #b8 is the number of particles per bunch in
beam 8, 5rev is the revolution frequency, fG,H and 3 ≈ fG ≈ fH are the transverse beam size at the IP,2 � is
the geometric luminosity reduction factor due to the crossing angle at the IP, \2 is the beam crossing angle
at the IP, and fI is the longitudinal length of the beam bunches at the IP [78]. \2 is typically 100-150 µrad
in the standard runs in 2017.

2.2 ATLAS detector

The ATLAS detector [24] at the LHC covers nearly the entire solid angle around the collision point. It
consists of an inner tracking detector surrounded by a thin superconducting solenoid, EM and hadron
calorimeters, and a muon spectrometer incorporating three large superconducting air-core toroidal magnets.
Fig. 2.2 shows the image of the whole ATLAS detector. To specify a position in the detectors, ATLAS
uses a right-handed coordinate system with its origin at the nominal IP in the center of the detector and
the I-axis along the beam pipe. The G-axis points from the IP to the center of the LHC ring, and the
H-axis points upwards. The region with I > 0 is called A-side, and one with I < 0 is called C-side.
Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the
I-axis. The A-direction or, more generally, a direction in the G-H plane is often referred to as the transverse
direction, while the I-direction is often referred to as the longitudinal direction.The pseudorapidity is
defined in terms of the polar angle \ as [ = − ln tan(\/2). The angular distance is measured in units of
Δ' ≡

√
(Δ[)2 + (Δq)2.

Since the ?? collision vertices are approximately at the origin, the angles of the generated particles or
their systems are defined in the same manner. The rapidity H is defined as

H ≡ arctanh VI =
1
2

ln
� + ?I
� − ?I

,

where the velocity is # = (VG , VH , VI), � is the energy, and the momentum is p = (?G , ?H , ?I). The
pseudorapidity is then defined as the massless limit of the rapidity,

[ ≡ 1
2

ln
� + � cos \
� − � cos \

= − ln tan
\

2
.

2The beam envelope is circular in the transverse plane at the IP.
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Figure 2.2: Computer generated image of the whole ATLAS detector [75]. People are also illustrated for comparison.

In addition, the transverse energy �T ≡ � sin \ and transverse momentum ?T ≡
√
?2
G + ?2

H are often used
in the analysis.

The subdetectors are introduced in Sec. 2.2.1. Since photon reconstruction mainly uses the information
from the EM calorimeters, Sec. 2.2.2 details them. Sec. 2.2.3 describes how the data from the subdetectors
are collected and processed.

2.2.1 Subdetectors

The inner detectors cover |[ | < 2.5 and track charged particles in the 2 T axial magnetic field. The innermost
layer has the high granularity silicon pixel detector, among which the insertable B-layer (IBL) [79, 80]
was installed before Run 2. The silicon pixel detector provides four measurements per track, and the IBL
usually has the first hit. The next layer is the silicon microstrip tracker (SCT), where eight measurements
are usually provided per track. The outer layer transition radiation tracker (TRT) based on straw drift tubes
covers |[ | < 2.0 and provides information for tracking and electron identification.

Outside the inner detector is the calorimeter system covering |[ | < 4.9. The EM calorimeter consists of
high-granularity lead/liquid-argon (LAr) calorimeters in the barrel and end cap, covering |[ | < 3.2. The
innermost LAr presampler covering |[ | < 1.8 corrects the energy. The downstream hadron calorimeter
consists of - the tile calorimeter with steel and scintillator covering |[ | < 1.7, - the hadron endcap
calorimeter with copper and LAr covering 1.7 < |[ | < 3.2, - the forward calorimeter with copper, tungsten
and LAr covering 3.2 < |[ | < 4.9, and measures hadronic energy.

The outermost layer is the muon spectrometer (MS), which measures the muon momentum using the
magnetic field generated by the superconducting air-core toroidal magnets. The MS consists of the
monitored drift tubes for |[ | < 2.7 and the cathode-strip chambers for the forward region for precision

22



2.2 ATLAS detector

measurement, the resistive-plate chambers in the barrel and the thin-gap chambers in the endcap and for
triggering (see Sec. 2.2.3) in |[ | < 2.7.

The Luminosity Cherenkov Integrating Detector-2 (LUCID-2) [81] is mainly placed ±17 m away from the
IP and 13 cm away from the beam pipe, covering 5.6 < |[ | < 5.9, and measures the beam luminosity using
the pileup events BC by BC. Quartz is used as the Cherenkov radiation medium to detect the radiated light
with the photomultiplier tubes (PMTs). ATLAS beam condition monitor (BCM) complements LUCID-2.
The usual subdetectors, such as the EM and tile calorimeters, are also used for BC-integrated measurements
based on quantities proportional to instantaneous luminosity. The integrated and instantaneous luminosities
are measured by these detectors in conjunction with some other detectors and methods [82]. The luminosity-
sensitive detectors are calibrated in the dedicated low-luminosity runs using van der Meer (vdM) method [83,
84]. The calibration is then transported to the physics data-taking regime at high luminosity. These
procedures map detector responses to luminosity.

2.2.2 EM calorimeter

High-energy photons of interest lose most of their energy in the EM calorimeters. Electrons and photons
are the primary targets for EM calorimeters and are called EM objects. The EM calorimeters are the
sampling calorimeters which use LAr as the detection layer. Some hadron calorimeters on the endcap
parts also use the LAr. The set of calorimeters using LAr as the detection layer is called LAr calorimeter.
Fig. 2.3 shows the overview of the LAr calorimeter. The LAr calorimeter is subdivided into four parts,
EM barrel (EMB), EM endcap (EMEC), hadronic endcap (HEC), and forward calorimeter (FCal). The
EMB covers |[ | < 1.5, and the EMEC covers 1.4 < |[ | < 3.2. The EMEC consists of the outer and inner
wheels covering 1.4 < |[ | < 2.5 and 2.5 < |[ | < 3.2, respectively. The HEC and FCal cover higher |[ |
regions. The photon angle used in this research is limited to |[ | < 2.4.

The EMB has layers of lead, copper, LAr, etc., as shown in Fig 2.4. The layers have the accordion structure
to geometrical uniformity keeping q-symmetry. When a high-energy particle enters the detector, the
EM shower is generated in the lead absorption layer, and the shower ionizes the argon in the LAr layer
(LAr gap). The movement of the popped electrons is detected as an electric signal. The movement of the
electrons is induced by a voltage of about 2 kV applied between a grounded stainless steel layer and a
copper layer and is detected by a copper readout electrode placed between two copper anodes insulated
by kapton. Since the Ar ions have negligible mobility compared to electrons, the voltage generated by
their movement is negligible. The LAr gap is as thin as about 2 mm, so the current obtained by a single
electron can be approximated as a rectangular pulse having the electron drift time as its length. The pulse
height of the rectangular pulse does not depend on the electrons, and the drift time depends linearly on the
uniform position of the ionization. Thus, the rectangular pulses are summed into a triangular pulse with a
height proportional to the energy.

The EMB is celled in the A, [, and q directions, as shown in Fig. 2.5. Each set of cells classified by the
division in the A direction is called a layer. Typically, the 0th layer (presampler), first layer (front layer),
second layer (middle layer), and fourth layer (back layer) are arranged in ascending order of A. The strip
cells with high granularity in [ in the front layer are designed to distinguish a usual photon and c0 decaying
into two photons. The second layer is thick, and EM objects drop most of their energy here. A larger unit
of readout cell, Trigger Tower (TT), is used for the first-level (L1) triggering introduced in Sec. 2.2.3.

The EMEC is also q-symmetric and has the accordion structure in a different direction from the EMB
case. The mechanism to acquire the signals is the same as EMB, and the triangular pulses are generated.
Similar cell division is used as the EMB, but there are many areas where all layers from the 0th to the
third are not entirely arranged.
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Figure 2.3: Computer generated image of the ATLAS LAr calorimeter [85].
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Figure 2.4: Structure of the LAr EMB shown in the q-[ plane [86].
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Figure 5.4: Sketch of a barrel module where the different layers are clearly visible with the ganging
of electrodes in f . The granularity in h and f of the cells of each of the three layers and of the
trigger towers is also shown.

5.2.2 Barrel geometry

The barrel electromagnetic calorimeter [107] is made of two half-barrels, centred around the z-
axis. One half-barrel covers the region with z > 0 (0 < h < 1.475) and the other one the region
with z < 0 ( 1.475 < h < 0). The length of each half-barrel is 3.2 m, their inner and outer
diameters are 2.8 m and 4 m respectively, and each half-barrel weighs 57 tonnes. As mentioned
above, the barrel calorimeter is complemented with a liquid-argon presampler detector, placed in
front of its inner surface, over the full h-range.

A half-barrel is made of 1024 accordion-shaped absorbers, interleaved with readout elec-
trodes. The electrodes are positioned in the middle of the gap by honeycomb spacers. The size
of the drift gap on each side of the electrode is 2.1 mm, which corresponds to a total drift time
of about 450 ns for an operating voltage of 2000 V. Once assembled, a half-barrel presents no
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Figure 5.20: Electrode structure of FCal1 with
the matrix of copper plates and the copper tubes
and rods with the LAr gap for the electrodes.
The Molière radius, RM, is represented by the
solid disk.

copper tube separated by a precision, radiation-hard plastic fibre wound around the rod. The ar-
rangement of electrodes and the effective Molière radius for the modules can be seen in figure 5.20.
Mechanical integrity is achieved by a set of four tie-rods which are bolted through the structure.
The electrode tubes are swaged at the signal end to provide a good electrical contact.

The hadronic modules FCal2 and FCal3 are optimised for a high absorption length. This
is achieved by maximising the amount of tungsten in the modules. These modules consist of
two copper end-plates, each 2.35 cm thick, which are spanned by electrode structures, similar to
the ones used in FCal1, except for the use of tungsten rods instead of copper rods. Swaging of
the copper tubes to the end-plates is used to provide rigidity for the overall structure and good
electrical contact. The space between the end-plates and the tubes is filled with small tungsten
slugs, as shown in figure 5.21. The inner and outer radii of the absorber structure formed by the
rods, tubes and slugs are enclosed in copper shells.

Signals are read out from the side of FCal1 nearer to the interaction point and from the
sides of FCal2 and FCal3 farther from the interaction point. This arrangement keeps the cables
and connectors away from the region of maximum radiation damage which is near the back of
FCal1. Readout electrodes are hard-wired together with small interconnect boards on the faces
of the modules in groups of four, six and nine for FCal1, FCal2 and FCal3 respectively. The
signals are then routed using miniature polyimide co-axial cables along the periphery of the FCal
modules to summing boards which are mounted on the back of the HEC calorimeter. The summing
boards are equipped with transmission-line transformers which sum four inputs. High voltage
(see table 5.1) is also distributed on the summing boards via a set of current-limiting resistors, as
shown in figure 5.22 for the specific case of FCal1. The signal summings at the inner and outer
radii of the modules are in general different due to geometric constraints and higher counting rates
at the inner radius [122].
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Figure 2.5: Cell division in the LAr EMB [24]. The front, middle, and back layers are illustrated. The radiation
length is denoted -0.

The functions of the LAr calorimeter are divided into signal acquisition for precise energy calculation and
triggering. The Front-End boards (FEBs) are in the Front-End crates (FECs) mounted on the cryostat and
read out and process the triangular pulses delivered through the feedthroughs. In the FEBs, a triangular
pulse from a readout cell is amplified by the preamplifier and shaped into a bipolar pulse by the CR-(RC)2

circuit.3 The bipolar pulse is sampled at 40 MHz and temporarily stored in the Switched Capacitor Array
(SCA). On the other hand, the triangular pulses are summed and shaped to create a bipolar TT signal in
the Tower Builder Board (TBB), and the TT signal is sent to the L1 trigger system. The trigger system
analyses the signals from all the cells in conjunction with the signals from other subdetectors and fires a
trigger as an L1-accept (L1A) signal when the BC is judged to be interesting. Only the signals stored in
the SCA from the BCs where L1A is issued are digitized by the ADC in the FEBs and sent to the backend
Read Out Driver (ROD) through 80-100 m long fibers. The energy deposit in a cell is then calculated with
the optimal filtering method4 using the linearity of the pulse height with respect to the energy.

The cell-level energy computation of the LAr calorimeter is calibrated using test pulses output from the
calibration boards in the FECs. The calibration pulses have shapes similar to the triangular pulses for
each cell. They are sent to the LAr detector to collect the responses in a similar environment as the actual
data-taking for physics analyses. The input pulse heights are associated with particle energy, and the
correspondence is calibrated using the test beams [87, 88]. More precise calibration and object-level
calibration are performed using ?? collisions data. An example is to use / → 44 events whose final state
kinematics are known.

3The typical length of the triangular pulses is 400 ns, which is much larger than the BC interval, 25 ns. Thus, if this pulse
shape is used, the energy calculation is affected by the pileups from the previous BCs (out-of-time pileups). However, the bipolar
pulse shape cancels this effect on average with the negative lobe with the same integration as the positive lobe.

4The optimal filtering algorism is designed to minimize the noise effect. This meets the demand for precise energy calculations.
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Figure 2.6: ATLAS TDAQ system in Run 2 focusing on the components of the L1 trigger system [89].

2.2.3 TDAQ system

The trigger and data acquisition (TDAQ) system selects the BCs to store the corresponding data. Since the
BC frequency of 40 MHz is extremely high, not all BCs can be recorded to storage for offline analyses.
Therefore, the trigger system illustrated in Fig. 2.6 is used to select interesting BCs. The detector signals
are temporarily stored in the front-end (FE) electronics, and the same signals are also sent to the trigger
readout to judge whether the BC is worth to be processed in the following steps. If the trigger is fired, the
L1A signal makes the stored data sent to ROD and processed further. The procedures up to this point are
exemplified with the LAr calorimeter case in Sec. 2.2.2. The L1 trigger system implemented in custom
hardware is used for this triggering. It uses the information from the calorimeters and the muon detectors.
The L1 trigger accepts events from the 40 MHz BCs at a rate below 100 kHz. In addition, it sends the
information about the region of interest (RoI) for the BC to the following trigger system.

The high-level trigger (HLT) [89] then selects the BCs with algorithms implemented in software in order
to record events to disk at about 1 kHz. It uses full information from the ATLAS detector, including the
finely segmented calorimeter cells and the inner trackers in the region specified by the RoI signals.
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2.3 AFP detectors

The AFP detectors [25] are proton spectrometers developed to study diffraction and search for new physics
mainly. They reconstruct protons from small or zero-angle scattering at the ATLAS IP. A schematic of the
detectors is presented in Fig. 2.7. The signal proton trajectories are mainly bent by the dipole magnets,
which were installed to split the incoming and outgoing beams, beam 1 and beam 2, being merged near
the IP in order for BCs for the original purpose. When a proton loses its energy in an event, its trajectory
is bent by the magnets more significantly than the usual beam protons. Fig. 2.8 shows the typical proton
trajectories with the AFPs. Such effects of the magnets allow the signal protons to reach the forward
detectors inserted near the beam. In such forward regions, the protons are measured by the AFP and
Absolute Luminosity for ATLAS (ALFA) [90, 91] detectors. Detailed descriptions and simulation results
about the LHC beam optics and the related instruments are available in Ref. [78]. In the AFPs, the positions
of the protons are measured with silicon trackers (SiTs). Therefore, the proton momenta and hence their
fractional energy loss b = Δ�/� can be measured using the information of the positions and the magnetic
fields at the LHC magnets. Fig. 2.9 shows the hit position in a SiT plane depending on the proton ?T and
b as well as a distribution of track positions.

Each side of the AFP system is referred to as an arm. There are two tracking units per arm, referred to
as the Near and Far stations. These subdivisions of the AFP detectors are located at INEAR ≈ ±205 m
and IFAR ≈ ±217 m, respectively, from the IP. Having two stations allows the system to measure not only
proton energy but also its ?T. In addition, the proton reconstruction efficiency can be measured using
the two stations as described in Sec. 3.5. A detailed description of AFP and its testing and installation is
available in Ref. [95].

Each station has four planes with 3D silicon pixel sensors (3D-Si) that form the SiTs to measure the
protons’ trajectories. These planes are based on the IBL tracker in the ATLAS detector and have 336 × 80
pixels with 50 × 250 µm2 area each. The total area of one SiT plane is 1.7 × 2.0 cm2, and it is 230 µm
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(a) Pixel structure (b) SiT planes

Figure 2.10: (a) Partial structure of a pixel in the AFP 3D-Si sensor [97]. The protons of interest pass through the
pixel from top to bottom. (b) The SiT planes in an AFP station [98]. The protons of interest pass through the planes
from the left back to the right front. The 3D-Si sensor is on the right front side of each plane. The hit signal is read
out by the FE-I4 on the left back side and sent outside the RP through the flexes seen in front.

thick. They are tilted 14◦ with respect to the G-axis to improve the resolution in the G-direction, to pass the
resolution requirement of fG = 10 µm, fH = 30 µm. Clustering in each SiT plane uses the information of
charge-weighted pixel hit distribution. Multiple pixel hits per proton improve the positional resolution
rather than a single pixel hit. However, a tilt larger than 15◦ may cause inefficiency because of the columnar
electrodes of the 3D-Si. The planes are placed only about 2 mm away from the beam center because the
scattering angle of the protons of interest is shallow. Thus, they have slim edges (inactive regions) smaller
than 200 µm. Fig. 2.10 (a) shows a partial structure of a pixel. Each pixel is the n+-in-p type and consists of
two n+-junction columns from the front side and six p+-ohmic columns from the back side. The isolation
between n+ columns at the surface is realized by the p-stop method, where p-type semiconductors are
partially implanted between the electrodes [96]. Protons ionize the p-type bulk, and the electrodes collect
the popped electrons.

Each 3D-Si plane is connected to a FE chip by SnAg bump-bonding. The FE-I4 is used as the FE chip.
The signals are readout for each channel, amplified and shaped, followed by the discriminators. The
processed pulses are triangular pulses with lengths proportional to the collected charge. Thus, the collected
charge is measured using the time between exceeding and falling below the discriminator threshold,
called time-over-threshold (ToT). The threshold is calibrated using the pulse injectors implemented in
the FE-I4 chips. Typically, 2000 electrons are required to send the signal to the next stage. The ToT and
the discriminator firing time are stored until an L1 trigger decision is taken as per the ATLAS TDAQ
system described in Sec. 2.2.3. The FE-I4 can also send a trigger signal using the logical OR of all fired
discriminators. However, any AFP trigger was not used in Run 2 and hence in this research. The FE-I4 is
glued and wire-bonded to a flexible printed circuit (flex) to read out the signals. Fig. 2.10 (b) shows the
whole picture of the SiT planes.

The Far stations also house time-of-flight (ToF) detectors to measure the difference in the arrival times ΔC
of the two protons on the A-side and C-side. The I-position of the vertex is calculated by 2ΔC/2, where
2 is the light speed, and the timing resolution of 25 ps is propagated to the vertex position resolution of
about 5 mm. Fig. 2.11 shows the position of a ToF detector relative to the SiT. Each ToF detector consists
of 4× 4 L-shaped Quartz (LQ)-bars placed at the Cherenkov angle to the beam [99]. Each LQ-bar consists
of the radiator arm and light-guide arm transparently glued together at 90◦. The Cherenkov light emitted
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Figure 2.11: The ToF and SiT detectors in an AFP Far station [99]. The protons of interest pass through the SiT
planes and the ToF radiators in order from right back to left front.

from a radiation arm is propagated to the micro-channel plate multi-anode PMT (MCP-PMT) through the
light-guide arm. The photo-electrons created in the MCP-PMT induce pulses processed by a discriminator
and high performance time-to-digital converter (HPTDC). The processed pulses are sampled in 1024 bins
of about 25 ps. The ToF detectors can also send a trigger signal. However, this analysis does not consider
the ToF detectors because of their low efficiency in 2017. The reason is discussed in Sec. 3.1.

The AFP and ALFA stations are in separate Roman Pots (RPs) [90]. The AFP detectors are inserted
horizontally in the G-direction into the beam pipe by the RPs. The RP technology provides movable
near-beam devices that bring the detectors within a few mm of the beam without affecting the accelerator
vacuum. Whenever stable beams are declared, the RP systems insert the AFPs so that the SiT edge is
about 2 mm from the beam center. The nominal beam-detector distance is 15f, where f is the standard
deviation of the spatial beam distribution in the horizontal plane. Fig. 2.12 shows an AFP station with its
contents to illustrate how the RP is used. The RP covers the AFP detectors with about 1 mm thick steel to
protect them from the ultra-high vacuum in the beam pipe,5 but the window where the protons enter the
AFP and the floor separating the AFP and the beam have 300 µm thickness.

Data from the AFP are sent to the ATLAS TDAQ system through a 200 m long optical MTP fiber ribbon
to be recorded [102]. The signals for the trigger, on the other hand, are sent to the system through two
air-core coaxial cables corresponding to the Near and Far stations for each arm. The cables propagate
the signals within a time to comply with the L1 trigger latency. The L1A signals are sent back to the
AFP detectors through another optical fiber. The recorded data from the main readout are used for AFP
clustering, tracking, and proton reconstruction. The clusters are defined in each SiT plane using pixel-hit
data. The tracks and the corresponding protons are then reconstructed using the cluster information.
The reconstruction steps starting from the clustering, are conducted at a software level and described in
Sec. 3.5.

The primary source of the background hits is pileup protons. In general, the pileup events are subdivided
into non-diffractive dissociation (ND), single-diffractive dissociation (SD), double-diffractive dissociation

5The inside of the RP is also highly vacuumed to prevent the RP material from being bent.
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Figure 2.13: Simplified Feynman diagrams of the pileup events in the ?? collisions. (a) Non-diffractive dissociation.
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(DD), and central diffraction (CD). Diffraction is a process where a strongly interacting color singlet
object, pomeron, is exchanged, sometimes remaining the beam proton intact [25]. Fig. 2.13 shows the
simplified diagrams of these processes. The ND is the most usual pileup with the largest cross section.
The SD and DD pileups are diffractions where single and double protons dissociate, respectively. The
CD pileup has two pomerons exchanged, called the double pomeron exchange (DPE) process. Detailed
descriptions and a diagram about diffraction are available in Ref. [103], for example. The SD pileup events
have the second dominant cross section of about 15% of the total cross section of the pileup events in the
Run 2 ?? collisions. They are the dominant pileup in this research requiring AFP proton tagging. Most
tracks in Fig. 2.9 (b) are from the SD pileup events. The contributions from the out-of-time pileups are
negligible.

Protons can induce showers, where many AFP tracks are reconstructed. The showering occurs when a
proton interacts with the AFP detector, RP steel window and floor, or collimator for a higher b region.6
The average number of reconstructed tracks is slightly larger in the Far stations than in the Near stations,
mainly due to the showering. If a proton showers in the Near stations, the proton does not reach the Far
station. The proton reconstruction in this research requires its associated tracks in both Near and Far

6Which causes the most significant influence of the shower depends on the position in the plane.
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Figure 2.14: The alignment in the G-direction over 20 iterations of the algorithm for the A-side Near station [104],
where the dG is the G-direction positional difference of the coordinate from the first plane (plane-0). Each line
corresponds to a plane of the station.

stations as described in Sec. 3.5, so the showering has the largest contribution to inefficiency of proton
reconstruction.

ALFA also detects protons but is only used in special low-luminosity runs. Although ALFA data are used
to measure exclusive hadrons with $ (1) GeV, SD dijets with $ (10) GeV, and scarcely DPE dijets, the
ALP stays inaccessible by this detector due to very low integrated luminosity.

2.3.1 Calibration and performance evaluation

This section briefly describes the calibration and performance evaluation of the AFP SiTs. Although the
performance study results are not published in any paper, some results and plots are available in Refs. [94,
104].

The alignment of the SiTs consists of local and global alignment. The local alignment is for the relative
positions of the SiT planes in the RP in each station and is sometimes called inter-plane alignment. The
offsets of I-coordinate and rotation in G-I and H-I planes are negligible. The local alignment starts by
assuming perfect alignment and that all tracks are parallel to the beam-line. Only the data events with
a single cluster per plane are used for this study, and the track is reconstructed by the nominal method
described in Sec. 3.5. Then, the residuals between a track and its associated clusters are calculated, and
the alignment parameters are derived from the average of the residuals and updated. This procedure is
repeated 10 times first and is iterated 10 times further applying the selection of j2 < 2 to remove the
outliers. Fig. 2.14 shows how the relative position of other planes to a plane is determined in a station
by local alignment. Fig. 2.15 (a) shows the comparison of the H-direction residual distribution between
before and after the iteration in the first plane of the A-side Near station, while (b) shows the rotation
alignment in the same manner in the same plane. The alignment parameter uncertainties are corrected by
a run-by-run evaluation. The uncertainty of the local alignment is within 10 µm and is negligible in this
analysis as described in Sec. 7.2.

32



2.3 AFP detectors

(a) Residual distribution (b) G dependency

Figure 2.15: (a) Comparison of the H-direction residual distribution between before and after the alignment procedure
in the first plane (plane-0) of the A-side Near station with the statistical uncertainties [104]. (b) Comparison of the
G dependency of the H-direction residual representing the AFP rotation alignment.

The global alignment is for the G-direction distance of the SiT from the beam center in each station. The
G-position of the SiT is calculated as

G(A, B) = Gpre-align + Gtracker − Gbeam(B) + GRP(A, B) + XGcorr(B),

where A and B stand for run and station, respectively. Gpre-align is the coordinate before the global alignment,
and Gtracker = −0.5 mm is the distance of the edge of the active region of the SiT from the outer side of the
RP floor. Gbeam is the beam position determined using the beam-based alignment (BBA) procedure [105]
in dedicated runs, moving the collimators towards the beam until a sharp change in the rate is observed in
Beam Loss Monitors (BLMs) [106]. The beam position is determined from the BBA run at the beginning
of 2017. The Beam Position Monitor (BPM) continuously monitors the beam position [107], and the
change over time is found to be less than 100 µm. GRP is the inserted RP position.

Considering
GAFP(A, B) = Gpre-align + Gtracker − Gbeam(B) + GRP(A, B)

as the preliminary alignment result, XGcorr is determined as the in-situ corrections using the exclusive
dimuon data in the dilepton analysis [66]. From the proton energy loss fraction calculated by the dimuon
system b``, the bAFP and hence the G-position of the proton is estimated as G`` and compared with the
detected position in the AFP GAFP. Proton ?G is very small and almost negligible. The correction is then
calculated as the mean of the difference,

XGcorr =
〈
GAFP − G``

〉
,

and is taken as the overall global alignment uncertainty. Fig. 2.16 shows the GAFP − G`` distribution
before and after the in-situ correction and with and without the background events subtraction. The
dominant component of the background is called combinatorial background. It is estimated using the event
mixing method from which the background estimation method used in this research originates as described
in Sec. 6.1. This is subtracted from the sample to obtain the pure GAFP − G`` distribution. The muon
momentum scale and resolution are calibrated separately as a few percent [108]. Although Fig. 2.16 shows
|XGcorr | over 400 µm, the resulting global alignment uncertainty is determined as 300 µm considering the
results of the other stations and testing various event selection criteria to be conservative enough. Finally,
the G-direction inter-station alignment is performed for each arm.

The overall bAFP resolution is measured in the dilepton analysis [66] using the dileptons as the probe.
Fig. 2.17 shows the observed bAFP − bℓℓ distribution for each side, where bℓℓ is the proton energy loss
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Figure 2.16: The GAFP − G`` distributions in the in-situ AFP alignment [109]. The left and right plots show the
distributions before and after the alignment correction, respectively. In the upper plots, the estimated background
distribution is overlaid. The background contributions are subtracted in the lower plots. The Gaussian fitting results
are shown.

fraction calculated from the dilepton system. Although the bℓℓ uncertainty affects the result, the effect is
expected to be much smaller than the true bAFP uncertainty. The relative uncertainty of most b value is
determined to be about 10% as described in Sec. 3.5 in which the proton reconstruction efficiency and the
acceptance are discussed.
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3 Data and Monte Carlo Samples

This section details data and signal MC samples. The object reconstruction and event preselection using
the object information in these samples is also discussed.

3.1 Data samples

This research uses the data of 14.6 fb−1 integrated luminosity collected in 2017 during the LHC Run 2 ??
collisions, which is exactly the same as the one used in the dilepton analysis [66]. 2017 is the first year the
AFP was installed on both sides and recorded data suitable for diphoton-proton matching. However, in
2018, the last year of Run 2, although data was recorded with AFP, it was synchronized with the incorrect
BCs. Thus, there is no diphoton-proton correlation, and it is not considered in this analysis.

The AFPs were inserted for most of the 2017 runs. There were 213 insertions corresponding to 46 fb−1

recorded by ATLAS out of 50 fb−1 delivered by LHC. Among them, the data when the AFP data acquisition
(DAQ) system was in operation corresponds to 132 insertions and 32 fb−1. Fig. 3.1 shows the changes
in integrated luminosities in 2017 corresponding to these criteria. The ATLAS global good run list
(GRL) [110] applies data quality requirements and reduces the data to 26 fb−1. A subset GRL dedicated
to the analyses using the AFPs is then applied to reduce the data to 19.2 fb−1. This GRL requires

• all AFP stations are inserted into their nominal data-taking positions,
• at least two SiT planes in each station have high voltage on,
• no DAQ problems associated with the Reconfigurable Cluster Element (RCE) data processing

compute modules,
• no DAQ problems associated with the Readout Subsystem (ROS) S-link cables [102].

These requirements are imposed for each lumiblock, a subdivision of a run of typically 1 minute duration
with fixed TDAQ conditions. A further tighter requirement is finally applied as the nominal GRL to select
the 14.6 fb−1 data. This GRL requires at least three AFP SiT planes operational at high voltage for each
station. The lumiblocks removed by this requirement are in the runs showing severe drops in AFP track
reconstruction efficiency due to the A-side Far station having fewer than three functional planes.

The data were recorded using a diphoton trigger (HLT) that required two EM clusters, clusters of EM
detector responses indicating electron or photon, with transverse energy �T above 35 and 25 GeV, respec-
tively, both fulfilling photon identification criteria based on shower shapes in the EM calorimeter [111],1
as done in the high-mass diphoton resonance search [52].

1The trigger is referred to as g35_medium_g25_medium in Ref. [111].
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Figure 3.1: Integrated luminosity recorded by ATLAS and AFP in the LHC ?? collisions in 2017 [104].

3.2 Signal MC samples

Simulated signal MC samples are used primarily to construct the model of signal <WW distribution and
evaluate estimate the signal efficiency. The EL ALP signal MC samples were generated with Super-
Chic 4.02 [112–114] in June 2021, and the SD and DD samples were generated with SuperChic 4.14 [115]
in October 2022. SuperChic is a generator for exclusive and photon-initiated production in proton and
heavy ion collisions. It uses state-of-the-art formalism for cross section calculation using a structure
function approach. This approach uses the proton structure function directly bypassing any explicit
reference to photon PDF in Eq. 1.1 to reduce the uncertainty of cross section [116]. For any of the EL, SD,
and DD signals, the cross section is calculated as
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where �, �, and G�,8 are functions of photon and hadronic system kinematics, has the proton structure
functions �1,2, which are precisely determined from previous experiments [31]. M corresponds to the
WW → 0 → WW amplitude, where only the B-channel is considered because the contributions of C and
D-channels are expected to be extremely small. The cross section is multiplied by the soft survival factor
(2, which is the probability of no additional soft inelastic interactions between the intact protons. If such
an interaction occurs, there is a color flow between the protons, and hence both A and C-sides protons
would no longer remain intact. Fig. 3.2 shows the soft survival factor for the dilepton events illustrated in
Fig. 1.8. For the EL case, the survival probability is higher than the other processes because the impact
parameter is large since the photon is quasi-real. Similar values and diphoton kinematics dependency are
expected for the ALP signals.

The ALP mass <-, coupling constant 6 = 4 5 −1, and event type (EL, SD, or DD) are specified in
SuperChic for each sample along with some other configuration. In this research, signal samples ranging
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Figure 3.2: Soft survival factor calculated for WW → ℓℓ events in the ?? collisions at
√
B = 13 TeV [114]. The

diphoton mass dependency (left) and dilepton rapidity dependency (right) are illustrated for the EL, SD, and DD
processes.

Table 3.1: Summary of the used set of SuperChic parameters with their descriptions and assigned values.

Description Value

Number of events 10000
Center-of-mass energy

√
B = 13 TeV

Collision type ?? collisions
Coupling constant 5 −1 = 0.05 TeV−1

Diphoton rapidity range HWW ∈ [−2.4, 2.4]
Final state photon ?T range ?T ∈ [20,∞) GeV
Final state photon [ range [ ∈ [−2.4, 2.4]

from 200 GeV to 1600 GeV were generated with fixed coupling constant 5 −1 = 0.05 TeV−1. The major
configuration commonly used for the signal samples is listed in Table 3.1. The computed generation cross
sections are considered in Sec. 5.2. The generated objects at this stage before the detector simulation are
referred to as the truth objects.

After the event generation by SuperChic, Pythia 8.307 [117] is used for the SD and DD signals to
hadronize the dissociative system. SuperChic removes the final state intact protons of the SD signals from
its output which is the input to Pythia because Pythia reports a violation of the momentum conservation
law and does not work. Instead, Pythia automatically adds additional QCD objects not to violate the
conservation laws due to the lack of intact proton and hadronizes them as well. However, these additional
impossible QCD objects are boosted enough not to contaminate the ATLAS detector. This was confirmed
by comparing the production vertices of the two final state truth photons with the first and the second
highest energy and seeing if they are identical for each event. On the other hand, they can contaminate
AFP and sometimes hadronize into a proton and behave as a fake intact proton. Therefore, such QCD
objects were removed at the truth level, and an intact proton was added artificially, having its momentum
calculated from the initial proton and photon.

The initial photon ?T on the intact side of the SD samples is exactly given as 0. Since the initial beam
proton ?T is also assumed to be 0, this means calculated intact proton ?T is 0 as well. This simplified
assumption was used because it was confirmed to have negligible effects on the final results by testing the
case where ?G and ?H are independently smeared by Gaussian distribution with the width taken from the
EL sample intact protons. Fig. 3.3 shows the ?G and ?H width of intact protons in the EL samples for each
<-. To be conservative, 0.23 GeV was used for the smearing test.
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Figure 3.4: Feynman diagram illustrating an SD signal event processed in Pythia. The inelastic photon production
is modelled as D → DW. The particles indicated by the black lines are input to Pythia with their momenta calculated
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Pythia but considered only in SuperChic. The particles indicated by the red lines are automatically added by
Pythia. The D3 object interacts with the final state D-quark to hadronize. The QCD objects @ + @@ replace the
intact proton that should have been one of the input particles to Pythia.

It is assumed that there is an underlying D → DW process in inelastic photon production of the SD and DD
signal events in order for Pythia to work, even in the lower photon virtuality &2 region where the proton
is likely to excite and dissociate without @ → @W process. This does not cause any problem because the
SD and DD signal events scarcely have inelastic photons with &2 < 5 GeV2. Fig. 3.4 shows the diagram
of an SD signal processed in Pythia.

The effect of multiple interactions in the same and neighboring bunch crossings (pileup) was modelled by
overlaying the simulated signal event with inelastic ?? events generated with Pythia 8.210 [118] using
the NNPDF2.3lo set of parton distribution functions [119] and the A3 set of tuned parameters [120], in
association with EvtGen 1.2.0 [121]. The MC events were weighted to reproduce the distribution of
the actual number of interactions per BC (`) observed in the data. In contrast, the pileup protons in the
AFP detectors are neglected in the nominal signal MC samples. Effects of the pileup protons on the result
were estimated as the systematic uncertainty separately and found to have a small effect as expected as
described in Sec. 7.2.

All simulated signal events were processed using a fast simulation of the ATLAS detector [122], where the
full simulation2 of the calorimeter is replaced with a parameterization of the calorimeter response [124].

2The full simulation of the ATLAS detector [122] is based on Geant4 [123]. This research does not use the full simulation.
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3.3 Track and primary vertex reconstruction

The response of the AFP spectrometer is modelled by another fast simulation, where the Gaussian smearing
is applied to track positions based on the AFP spatial resolution. Each proton is selected or discarded
according to the reconstruction efficiency described in Sec. 3.5. All simulated events were reconstructed
with the same reconstruction algorithms as those used for data.

3.3 Track and primary vertex reconstruction

The energy of charged particles is deposited as hits on different layers in the ATLAS inner-detector system.
Although the charged particle tracks reconstructed using the hits are not directly used for the event selection
in this research, they are used for reconstructing the other objects. The tracking algorithm consists of three
steps.

1. Neighboring silicon-sensor hits are merged into a cluster. Then, a position in the (G, H, I) space,
called space-point, is defined for each cluster using the connected component analysis (CCA)
technique [125].

2. A seed-track is defined as a set of three or more space-points [126].
3. Each seed-track is extrapolated to the TRT hits using the Kalman filter [127] and incorporates the

space-points on the trajectory to construct a track object. Momentum is calculated for each track.

During the above steps, some cleaning procedures, such as overlap removal of the multiple seed-tracks and
ambiguity resolution of the track candidates to suppress the fake tracks, are taken. The track reconstruction
is detailed in Ref. [126].

The primary vertices are reconstructed using the reconstructed tracks. Each primary vertex is defined as
a spacial position attributed to tracks requiring some criteria [128]. The two reconstructed and selected
photon objects with the highest ?T (leading and sub-leading photons) and additional information from
the tracking systems are used to identify the diphoton production vertex from the candidate primary
vertices [129]. This is called photon pointing method. Although primary vertex information is not used in
this research, the analysis framework automatically excludes the events with the selected primary vertex
associated with less than two tracks.3 However, the EL signal event has no charged particle in the final state
in most cases, while the final state photons are sometimes converted to electron pairs due to interactions
with the detector materials, leaving tracks. A photon splitting into an electron pair is referred to as a
converted photon, while a photon without tracks is called an unconverted photon. Still, the automatic
selection efficiency is almost 100% because the photon pointing selects a pileup vertex with multiple
associated tracks. Fig. 3.5 shows the primary vertex-related distributions of an EL signal MC sample.
When the leading two photons are unconverted, the photon pointing selects a pileup vertex with many
associated tracks.

Diphoton production vertex reconstruction methods without using track information have been developed.
These methods, such as non-pointing [130, 131] and calo-vertexing [132] use only diphoton information
to reconstruct a single diphoton production vertex with about 15 mm spacial resolution. It is aimed at
a search for long-lived particle decaying into a final state with diphoton at a displaced vertex from the
primary vertex. However, this method could also be efficiently used in the analysis of this research. This is
discussed in Sec. 9.2.2. Still, such a method was not integrated into the analysis framework of this research
because there is no motivation to impose additional event selection since the integrated luminosity of the
nominal data is as small as 14.6 fb−1.

3This is imposed for usual analyses for high event quality.
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Figure 3.5: The primary vertex-related distributions of the EL signal MC sample for <- = 400 GeV. No event
selection described in Sec. 4 is applied. Each color corresponds to the combination of the conversion type of the two
leading photons. (a) The distribution of the longitudinal positional difference between the selected primary vertex
and truth signal primary vertex. (b) The distribution of the number of tracks associated with the selected primary
vertex.

3.4 Photon reconstruction

The photon reconstruction and selection inherit the high-mass diphoton resonance search [52]. Photons
are reconstructed from calorimeter signals using a dynamical, topological cell clustering-based algorithm
along with the electron reconstruction. The reconstruction, calibration, identification, and isolation of
photons and their performances are detailed in Ref. [133]. Fig. 3.6 shows the algorithm flow of the
reconstruction. The topological clusters (topo-clusters) [134, 135] are defined first. Then, the superclusters
are determined based on them, and finally, the photon objects are identified and isolated.

A topo-cluster is defined from proto-clusters. The formation of each proto-cluster begins with finding a
calorimeter cell with

��eEM
cell

�� ≥ 4, where eEM
cell is the ratio of energy deposit at the EM scale4 to expected

noise. Neighboring cells with
��eEM

cell

�� ≥ 2 are then selected to form a cluster including the initial cell. Each
neighboring cell becomes a seed cell in the next iteration, recursively collecting each of its neighbors in
the proto-cluster. Next, all neighboring cells with positive energy are incorporated. Topo-clusters are
then formed by merging and separating within each proto-cluster and between the proto-clusters. Some
preselections are applied to the energy in each topo-cluster only from the EM calorimeter cells and its ratio
to the total energy in the topo-cluster to define an EM topo-cluster. Topo-clusters are matched to tracks or
conversion vertices using the information on the positions and energy of the clusters and the positions and
momenta of the tracks. Two-track conversion vertices are reconstructed from two opposite-charge tracks
forming a vertex consistent with that of a massless particle, while single-track vertices require no hits in
the innermost sensitive layers.

A supercluster is then formed by merging some topo-clusters. Each seed topo-cluster is selected based
on �T required to be high. Satellite topo-clusters are combined with the seed to form a supercluster, as
illustrated in Fig. 3.7. For both electrons and photons, a topo-cluster is considered a satellite topo-cluster
if it is in the Δ[ × Δq = 0.075 × 0.125 window around the seed topo-cluster. For converted photons, in
addition, a topo-cluster is added as a satellite if itself or its best-matched track shares a conversion vertex
with the seed topo-cluster. For electrons, on the other hand, a wider window is set as the acceptance region

4The EM scale is the basic signal scale accounting correctly for the energy deposited in the calorimeter by EM showers.
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3.4 Photon reconstruction

Figure 3.6: Algorithm flow of the photon and electron reconstruction [133].

to form a supercluster.5 After the superclustering, conversion vertices are matched to photon superclusters,
and tracks are matched to electron superclusters. An unconverted photon is defined as a cluster matched to
neither an electron track nor a conversion vertex. About 20% of photons at low |[ | convert in the inner
detectors, and up to about 65% convert at |[ | ≈ 2.3.

The superclustering is performed for photons and electrons independently, so a given seed cluster can
produce both an electron and a photon. This ambiguity is resolved using a dedicated algorithm. Then,
superclusters’ energy scale and resolution are calibrated using / → 44 events considering pileup depen-
dency. The energy scale correction is validated using / → ℓℓW events for photons. Subsequently, shower
shape and other discriminating variables are calculated for electron and photon identification. Photons
and electrons are defined as the superclusters having these variables.

Photon candidates are classified based on cut-based identification requirements imposed on the calorimeter
shower shape variables. The primary purpose is to discriminate photons from hadronic jets. Based on the
levels of signal acceptance and background rejection of these cuts, several photon identification working
points are prepared. The definition of the variables and working points can be found in Ref. [133]. This
research uses the tight working point. The loose working point is based on the shower shape in the middle
layer of the EM calorimeter and the energy deposited in the hadronic calorimeter. The tight working point
additionally uses information from the finely-segmented front layer of the calorimeter. It is separately
optimized for unconverted and converted photons to account for the generally broader lateral shower profile

5This is an advantage of topo-cluster over the sliding-window algorithm used previously instead of the topo-clustering in the
ATLAS experiment [134, 136, 137]. The sliding-window algorithm uses a fixed-size window to define a cluster. Topo-clustering
is superior to sliding-window in that dynamic clusters change in size as needed to recover energy from bremsstrahlung photons or
electrons from photon conversions.
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Figure 3.7: Superclustering algorithm for photons and electrons [133]. Seed clusters are shown in red, and satellite
clusters in blue.

of the latter. The optimization is performed in sub-ranges of photon [ and �T using TMVA [138]. Using
the ?T-dependent tight identification cuts, photons with ?T > 25 GeV are expected to have a reconstruction
and identification efficiency of greater than 80% that reaches a plateau of about 90-95% at 40-50 GeV.

Photon candidates are also required to be isolated to prevent faking from jets further, using criteria
based on the calorimeter as implemented in the TightCaloOnly photon isolation working point defined
in Ref. [133]. Other working points based on both the inner detector and calorimeter are used in the
usual analyses. Any of such working points assume that the reconstruction of the primary vertex is
successful and imposes conditions using the variables of the primary vertex. This research does not use
such a working point because the primary vertex of the EL signal is hardly reconstructed correctly, as
described in Sec. 3.3. The isolation variable is defined as the sum of �T of the topo-clusters with positive
energy reconstructed in the calorimeter around each photon candidate in a cone of radius Δ' = 0.4.
This energy calculation requires subtracting the contributions from the photon itself in the core window
Δ[ × Δq = 0.125 × 0.175, correcting for the leakage of the photon energy from the core window, and
finally using an event-by-event energy subtraction based on the jet area method to remove contributions
from the underlying event and pileup interactions [139]. The total calorimeter isolation energy is required
to be smaller than 0.022�T + 2.45 GeV.

The photon object selection requires the photon candidates with ?T > 40 GeV and |[ | < 2.37, excluding
the barrel-to-endcap transition regions of the calorimeter, 1.37 < |[ | < 1.52. An event preselection
requires at least two photons fulfilling all the criteria described above.

3.5 Proton reconstruction

Protons are reconstructed from their associated AFP tracks, and the tracking begins with clustering. A
cluster is defined from neighboring pixel hits in the G-direction in a 3D-Si sensor of the AFP detector.
A usual cluster has one or two pixel hits, while a cluster sometimes has more than three pixel hits due
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3.5 Proton reconstruction

Figure 3.8: Clustering efficiency as a function of bias voltage [104]. Each color corresponds to an occupancy level.

to showering. The cluster (G, H) position is determined from the charge-weighted distribution of the
component hits. A track is then defined by searching for a set of clusters in the same station aligned
parallel to the beam-line. Deviations of the transverse cluster positions from one another within 500 µm are
allowed. The track (G, H) position is determined by a linear regression fit, assuming the same uncertainties
on each cluster. Clusters from at least two different planes are required in this research. Each station was
found to have about 0.02 reconstructed tracks on average per ?? collision.

The clustering efficiency for each SiT plane is measured using clusters in the other planes in the same station
sharing the same track. The clustering rate was calculated within a window of one pixel. The clustering
efficiency depends on the applied bias voltage in the 3D-Si sensors. Fig. 3.8 shows the dependency in the
first plane of the A-side Far station. The data are divided into three occupancy levels using the rate of
traversing tracks as a proxy. Deterioration over time was observed during the data-taking due to the ageing
effects originating from radiation damage. Therefore, the bias voltage was tuned after this observation,
and the efficiency recovered. However, a SiT plane in the A-side Far station was always non-operational
during the data-taking in 2017 due to a problem with the electrical connections on the high-voltage (HV)
lines.

Finally, a proton is reconstructed, searching for a pair of Near and Far station tracks within 2 mm
of transverse distance. If multiple such pairs are in the same arm, all possibilities are taken forward.
The kinematics of the proton with 4-momentum

(
�, ?G , ?H , ?I

)
is reconstructed by mapping the track

positions in the two stations, GNEAR and GFAR, to � and \G,0 = ?G/?I assuming the positions of the SiTs
and the magnetic fields of the LHC magnet lattice are known. The � and \G,0 are obtained by solving the
equations

G ≡ GNEAR + GFAR
2

= 21,G (�) + 22,G (�)\G,0,

\G ≡ GFAR − GNEAR
IFAR − INEAR

= 2′1,G (�) + 2
′
2,G (�)\G,0,

where GNEAR (GFAR) and INEAR (IFAR) is the G and I-coordinate of the track in the Near (Far) station,
respectively, and 2 (′)

8,G
are polynomials with respect to � whose coefficients are determined by a proton

transport simulation [140]. Additional terms,

2
(′)
3,G (�)G0 + 2 (′)4,G (�)I0 + 2

(′)
5,G (�)I0\G,0,
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Figure 3.9: Tracking efficiency for each probe station for each run in the proton reconstruction efficiency measure-
ment [94].

where (G0, H0, I0) is the vertex position, were considered originally, but they are found to be negligible.
The solved � is interpreted as the proton energy loss fraction,

bAFP = 1 − �

�beam
,

where �beam = 6.5 TeV is the initial beam proton energy, and \G,0 is interpreted to ?G . ?H is not calculated
in this research but is expected to be calculated in the future. The uncertainty of the assumed magnetic
fields in the beam optics in the transport simulation has the dominant effect on proton bAFP uncertainty,
leading to about 10% for most bAFP values.

Proton reconstruction efficiency was measured using a tag-and-probe method. It begins with the tracking
efficiency measurement for each station using events where there is exactly one reconstructed track (tag) in
one station of an arm and calculating the probability that a proton is reconstructed along with the existence
of a reconstructed track (probe) in the other station in the same arm. The distance of G-position of the
track in the probe station from the one in the tag station is required to be less than 2 mm as per the nominal
analysis. Fig. 3.9 shows the tracking efficiency for each probe station for each run in 2017. The slight
difference of the Far stations behaviours in the earlier runs is due to the larger distance between the RP
and the beam, causing fewer showering. The Near stations have 1% detection inefficiency, while the Far
stations have 5% inefficiency, where the additional 4% is due to showering. When reconstructing a proton
using the Near and Far stations, assuming the tracking efficiency of Near and Far stations are assumed
to be uncorrelated, the maximum contribution of the detection inefficiency is 1% × 2 = 2%, and the
contribution of showering is from 4% to 4% × 2 = 8%, i.e. 6 ± 2%. Thus, the total proton reconstruction
efficiency was then determined as the 100 − (2 + 6 ± 2) = 92 ± 2%. In general, multiple protons are
reconstructed for each side per bunch crossing. Though the typical number of reconstructed protons ranges
from 0 to 2, there are sometimes more than 10 per BC. The primary cause is the showering and coincident
hits from multiple pileup events.

The AFP acceptance is studied based on the proton reconstruction efficiency. The proton efficiency of
92 ± 2% is guaranteed only for G < −3.5 mm in the AFP local coordinate and bAFP ∈ [0.035, 0.08]. The
Far stations still have high efficiency in the range bAFP ∈ [0.02, 0.035], but the Near station does not
cover the range, and hence the efficiency cannot be measured by the tag-and-probe method. Although
the efficiency is expected to be still high for both stations for bAFP ∈ [0.08, 0.12],6 there were a small
number of events in the range, and the efficiency could not be derived sufficiently. As object selection in
this research, only the protons with an Near station seed track with G < −3.5 mm is selected.7 Table 3.2

6The existence of collimator determines the 0.12.
7Selection of bAFP ∈ [0.035, 0.08] is applied in the event selection as described in Sec. 4.3.
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3.5 Proton reconstruction

Table 3.2: Photon and proton selections and the event preselection using the photons.

Selection

Photon

Identification (Tight)
Isolation (TightCaloOnly)

?T > 40 GeV
|[ | ∈ [0, 2.37] \ [1.37, 1.52]

Proton GNEAR < −3.5 mm
Event At least two selected photons

summarizes the photon and proton selections and the event selection using the photons. Cut on bAFP is
imposed in the event selection described in Sec. 4.

The data from AFP ToF detectors are not used in this research as described in Sec. 2.3. This is due to very
low efficiency. The cause has not been entirely determined, but there are two main possibilities.

• The quantum efficiency decreased due to the material degradation of PMT. Since high HV was
applied at the commissioning time, the quantum efficiency dropped at that point.

• The HV was lowered too much. Since a large number of photoelectrons were observed during the
commissioning, the HV was adjusted to prevent a decrease in quantum efficiency. However, there
was no online monitoring of efficiency in Run 2, so it was unclear how much to lower the HV to
keep sufficient efficiency.
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4 Event Selection

This section describes event selection, introduced in Sec. 1.4, in detail. The selection flow is summarized
in Fig. 4.1. The acoplanarity selection and bWW selection is the requirement for diphoton kinematics. The
bAFP is the requirement for proton kinematics. The matching is the requirement that the bWW and bAFP are
close. The selection is applied for each side from the bWW selection. Thus, there are two sets of events after
the matching selection. A set operation finally selects the events from the two samples.

4.1 Acoplanarity selection

First, the diphoton is constructed from the leading and sub-leading photons described in Sec. 3.4. The
acoplanarity of the diphoton is defined as

�
WW

q
≡ 1 −

|ΔqWW |
c

, (4.1)

where ΔqWW ∈ (−c, c] is the difference of q between the two photons. The acoplanarity is interpreted as
the degree of the diphoton not to be back-to-back in the G-H plane. Figs. 4.2 and 4.3 show the acoplanarity
distributions for the data and ALP signals after the whole preselection described in Sec. 3. The EL signals
have exclusive final state diphoton, and the momentum conservation ensures that the two photons have
the same ?T and the opposite direction.1 On the other hand, the SD and DD signals are not back-to-back
because the proton dissociations produce other objects in the final state. Still, all the signal samples have a
peak around 0, as well as the data sample. Only the event with diphoton acoplanarity less than 0.01 is
selected.

Figure 4.1: Event selection flow.

1The relative ?T difference distributions for the data and signal MC samples are shown in Figs. A.1 and A.2. The ?T balance
characteristic could be used for an additional event selection. However, it is not used in this analysis because too much background
reduction makes the background estimation difficult.
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4 Event Selection
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Figure 4.2: Diphoton acoplanarity distribution of the data after the preselection.
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Figure 4.3: Diphoton acoplanarity distribution of the ALP signals after the preselection. The different colors stand
for the EL, SD, and SD signals.

4.2 /$$ selection

Through the conservation of 4-momentum for a given beam center-of-mass energy
√
B, the b± can be

determined from the photon system kinematics, where b+ ≡ bA and b− ≡ bC are the energy loss fraction
of proton flying towards A-side and C-side, respectively. From the definition of the proton energy loss
fraction, the energy of initial photons is b±

√
B/2. Assuming the initial photons move almost along the

beam direction, the 4-momenta of the initial photons are(
b±

√
B

2
, 0, 0,±b±

√
B

2

)
,

where the first element is energy, and the last is longitudinal momentum. The ALP 4-momenta is the sum
of them,

√
B

2
(
b+ + b−, 0, 0, b+ − b−

)
=

(
�WW , ?

WW
G , ?

WW
H , ?

WW
I

)
.
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4.2 bWW selection
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Figure 4.4: The correspondence between (bA
WW , b

C
WW) and (<WW , HWW) coordinates.

As shown on the right-hand side, this is equivalent to the 4-momenta of the final state diphoton system.
The diphoton mass is

<WW =

√
�2
WW − (?WWG )2 − (?WWH )2 − (?WWI )2 =

√
Bb+b−,

thus,
<WW√
B

=
√
b+b− . (4.2)

The diphoton rapidity is

HWW =
1
2

log
�WW + ?WWI
�WW − ?WWI

=
1
2

log
b+

b−
,

thus,

4HWW =

√
b+

b−
, 4−HWW =

√
b−

b+
.

Therefore,
b± =

<WW√
B
4±HWW . (4.3)

This is denoted by b±WW or bA(C)
WW . The assumption on the above calculations is not always good approxima-

tions. Especially, SD or DD events have non-zero ?WWG or ?WWH in general. Still, this definition of the bWW is
used for the event selection uniformly. The correspondence of (bA

WW , b
C
WW) and (<WW , HWW) coordinates is

shown in Fig. 4.4. The signal events for ALP mass <- tend to concentrate on a mass contour <WW = <-.

Figs. 4.5 and 4.6 show the b±WW distributions for the data and ALP signals after the acoplanarity selection.
The data are distributed in the low <WW region. In contrast, high-mass signal events are distributed in
relatively high b regions as expected by Fig. 4.4.

The event selection is

b±WW ∈
[
0.031
1.1

,
0.084
0.9

]
.
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4 Event Selection
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Figure 4.5: b±WW distributions of the data after the acoplanarity selection.
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Figure 4.6: b±WW distributions of the signals after the acoplanarity selection. The EL, SD, and DD signal distributions
are illustrated separately.
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4.3 bAFP selection
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Figure 4.7: b±AFP distributions of the data after the acoplanarity selection. Each distribution has only entries for
events in which reconstructed protons are present on the corresponding arm. The shape is almost the same as before
the acoplanarity selection because the dominant combinatorial background is not correlated to the diphoton system
as described in Sec. 6.

This selection is applied for each side, and the condition is equivalent to

0.035 −
(
0.004 + 0.1b±WW

)
≤ b±WW ≤ 0.08 +

(
0.004 + 0.1b±WW

)
,

where 0.035 and 0.08 are the bAFP selection thresholds as described in Sec. 4.3, and the 0.004 + 0.1b±WW is
the maximum allowed absolute difference between b±WW and b±AFP in the matching selection described in
Sec. 4.4, which is introduced to improve the signal and background efficiency.2

4.3 /AFP selection

From this stage, protons are used for the event selection. First, for each side, if there are multiple
reconstructed protons, a unique proton with energy loss fraction bAFP closest to bWW is selected.3 Mapping
from (bA

AFP, b
C
AFP) to (<WW , HWW) is only possible when protons are reconstructed on both sides.

Figs. 4.7 and 4.8 show the b±AFP distributions for the data and ALP signals after the acoplanarity selection.
In contrast to the bWW distributions in Sec. 4.2, the distributions have entries only in the acceptable region
of the AFP detectors. High-mass signal events are distributed in relatively high b region as expected by
Fig. 4.4. The contribution of the DD signals is minimal because each distribution has only entries for
events in which reconstructed protons are present on the corresponding arm, while the DD signals have
no intact protons in their final states. The small existing DD contribution is due to the events that the
dissociative proton systems are hadronized back to protons and coincidentally enter the AFP detectors.

As the event selection, the b±AFP of the selected proton is required to be in the range [0.035, 0.08] in which
the proton reconstruction efficiency is evaluated with uncertainty as described in Sec 3.5. This selection is
applied for each side.

2Too small background efficiency would make background modeling difficult.
3This should not be done at the object selection stage in Sec. 3.5 because the background sample creation described in

Sec. 6 would be biased. In the signal MC samples, an efficiency of 92 ± 2% that may be wrong is applied to a proton with
bAFP ∉ [0.035, 0.08] (see Sec. 3.5), but events with such a proton closest to the diphoton in terms of b are discarded by the bAFP
selection for the side of interest.
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4 Event Selection
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Figure 4.8: b±AFP distributions of the signals after the acoplanarity selection. The EL, SD, and DD signal distributions
are illustrated separately. Each distribution has only entries for events in which reconstructed protons are present on
the corresponding arm.

4.4 Diphoton-proton matching

Diphoton-proton matching is then applied by comparing the bWW value with the bAFP for each side as
described in Sec. 1.4. The differences

Δb+ = ΔbA ≡ b+AFP − b
+
WW ,

Δb− = ΔbC ≡ b−AFP − b
−
WW

are used for the selection. Figs. 4.9 and 4.10 show the Δb± distributions of the data and signal MC samples
after the acoplanarity selecion. From the widths of the signal distributions, the bare selection condition is
determined as |Δb± | < 0.004. However, if the bAFP relative uncertainty of about 10% described in Sec. 3.5
is considered, this threshold is found to be unacceptably tight. The dominant source of the 10% is the
uncertainty of beam optics assumed in the proton reconstruction. Fig. 4.11 shows the Δb± distributions
of the signal events where the beam optics configuration in the simulation is redefined as the nominal
value added or subtracted by its uncertainty. The distributions represent the nominal case, upper-shifted
case, and lower-shifted case. Fig. 4.12 shows their dependency on bWW . The bare condition fails more than
80% events for the systematically shifted samples. Some Δb± plots for other systematic variations are in
Appendix C.

54



4.4 Diphoton-proton matching
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Figure 4.9: Δb± distributions of the data after the acoplanarity selection. Each distribution has only entries for
events in which reconstructed protons are present on the corresponding arm.
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Figure 4.10: Δb± distributions of the signals after the acoplanarity selection. The EL, SD, and DD signal distributions
are illustrated separately. Each distribution has only entries for events in which reconstructed protons are present on
the corresponding arm.
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4 Event Selection
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Figure 4.11: Δb distributions of the <- = 1000 GeV simulated signal obtained with nominal and systematically
varied beam optics configuration. The distributions are normalized by the integrals.
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Figure 4.12: Δb vs bWW 2D distributions of the <- = 1000 GeV simulated signal obtained with nominal and
systematically varied beam optics configuration.
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4.5 Set operation
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Figure 4.13: Δeffb
± distributions of the data after the acoplanarity selection. Each distribution has only entries for

events in which reconstructed protons are present on the corresponding arm.

Thus, the matching condition is modified as

|Δb± | < 0.004 + 0.1b±WW

with the correction term to consider the 10% uncertainty. This condition is rewritten as

Δeffb
± ≡ |Δb± | − 0.1b±WW < 0.004

to make the threshold constant. Figs. 4.13 and 4.14 show the Δeffb distributions for the data and the
ALP signal MC samples, respectively. This modified condition can cause the selection of events whose
systematic uncertainty is not evaluated enough, but the effects of such events are evaluated in Appendix D
and found to be small. The diphoton mass distribution of the data after the matching selection had been
blinded to prevent potential psychological bias until the statistical modeling and the evaluation of systematic
uncertainty were fixed. This is called the blinding strategy and is widely adopted in search experiments.

4.5 Set operation

There are two sets of events corresponding to the A-side and C-side per initial sample after the event
selection up to the matching, because the bWW selection, bAFP selection, and the matching are performed
side-by-side as shown in Fig. 4.1. In this research, their union is taken as the sample after the whole event
selection. In contrast, the CMS-TOTEM PPS analysis takes the intersection of them [74]. The former is
referred to as the OR selection, while the latter is referred to as the AND selection, as described in Sec. 1.4.
One could use another set operation between the two samples, such as the XOR or NOR conditions to
combine the results with one another. Still, this research only uses the OR selection for simplicity. Fig. 4.1
is recreated as Fig. 4.15 with the quantitative information about the selection condition. Fig. 4.16 show the
cut flow of the data for each of the A-side selection, C-side selection, AND selection, and OR selection,
where the data after the A(C)-side selection is the sample after the side-by-side selection which would
have been input to the set operation. No data event is observed after the AND matching selection. 441 data
events remain after the whole selection with the OR condition and requiring <WW to be in the search range
[150, 1600] GeV. Table 4.1 quantifies the cut flow for the OR condition. The signal selection cut flow for
the OR selection is summarized in Tables 4.2 and 4.3.
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Figure 4.14: Δeffb
± distributions of the signals after the acoplanarity selection. The EL, SD, and DD signal

distributions are illustrated separately. Each distribution has only entries for events in which reconstructed protons
are present on the corresponding arm.

Table 4.1: The cut flow of the data for 14.6 fb−1 of ?? collision at
√
B = 13 TeV. The values for bWW and bAFP are the

numbers of events when the set operation is performed without the latter selection.

Cut variable Events Efficiency
Preselection 201,723

�
WW

q
18,597 9%

bWW 8,626 46%
bAFP 2,624 14%
Δbeff 936 36%

<WW ∈ [150, 1600] GeV 441

The mass dependency of the selection efficiency is determined mainly at the bWW selection stage. Fig. 4.17 (a)
shows the estimated efficiency of this selection on the data events for each <WW for the OR selection and the
other conditions. A toy MC sample is made by generating <WW and HWW values uniformly, weighting them
by the data-driven HWW distribution as Fig. 4.18, and the bWW selection is applied. It is compared with (b),
the correspondence between (bA

WW , b
C
WW) and (<WW , HWW) coordinates with the yellow OR selection range.

The OR selection efficiency corresponds to the length of the diphoton mass contour line that overlaps the
yellow region, weighted by the diphoton rapidity distribution obtained from data assuming almost all data
events are background. Sec. 4.5.1 models the selection efficiency of the background. The signal selection
efficiency is modelled in Sec. 5.2.
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4.5 Set operation

Figure 4.15: Event selection flow with quantitative selection criteria.
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Figure 4.16: The cut flow of the data after the preselection. The values for bWW and bAFP are the numbers of events
when the set operation is performed without the latter selection.
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4 Event Selection

Table 4.2: Signal MC sample cut flow for ALP mass from 200 GeV to 650 GeV for 14.6 fb−1 of ?? collision at√
B = 13 TeV. The values for bWW and bAFP are the numbers of events when the set operation is performed without

the latter selection.

200 GeV
Cut variable EL SD DD Total

Events Efficiency Events Efficiency Events Efficiency Events Efficiency
Preselection 21.49 67.69 16.64 105.82

�
WW

q
21.47 100% 31.65 47% 4.70 28% 57.82 55%

bWW 11.55 54% 16.69 53% 2.60 55% 30.84 53%
bAFP 6.98 60% 4.53 27% 0.10 4% 11.61 38%
Δbeff 6.98 100% 4.50 99% 0.10 96% 11.58 100%

300 GeV
Cut variable EL SD DD Total

Events Efficiency Events Efficiency Events Efficiency Events Efficiency
Preselection 16.54 48.77 13.41 78.72

�
WW

q
16.51 100% 26.56 54% 4.94 37% 48.01 61%

bWW 11.73 71% 18.63 70% 3.27 66% 33.63 70%
bAFP 7.34 63% 5.17 28% 0.08 2% 12.59 37%
Δbeff 7.34 100% 5.15 100% 0.08 97% 12.57 100%

400 GeV
Cut variable EL SD DD Total

Events Efficiency Events Efficiency Events Efficiency Events Efficiency
Preselection 12.81 35.93 10.89 59.63

�
WW

q
12.79 100% 22.14 62% 4.82 44% 39.75 67%

bWW 9.66 76% 16.58 75% 3.31 69% 29.56 74%
bAFP 6.69 69% 5.26 32% 0.13 4% 12.09 41%
Δbeff 6.69 100% 5.24 99% 0.11 83% 12.04 100%

500 GeV
Cut variable EL SD DD Total

Events Efficiency Events Efficiency Events Efficiency Events Efficiency
Preselection 9.80 26.89 8.88 45.58

�
WW

q
9.79 100% 17.62 66% 4.34 49% 31.76 70%

bWW 6.51 66% 11.54 65% 2.52 58% 20.57 65%
bAFP 5.13 79% 4.83 42% 0.09 4% 10.05 49%
Δbeff 5.13 100% 4.83 100% 0.08 83% 10.03 100%

600 GeV
Cut variable EL SD DD Total

Events Efficiency Events Efficiency Events Efficiency Events Efficiency
Preselection 7.82 20.97 7.61 36.40

�
WW

q
7.81 100% 14.51 69% 4.10 54% 26.43 73%

bWW 4.35 56% 7.97 55% 2.04 50% 14.37 54%
bAFP 3.30 76% 4.31 54% 0.10 5% 7.72 54%
Δbeff 3.30 100% 4.31 100% 0.09 92% 7.70 100%

650 GeV
Cut variable EL SD DD Total

Events Efficiency Events Efficiency Events Efficiency Events Efficiency
Preselection 6.91 18.78 6.91 32.60

�
WW

q
6.90 100% 13.32 71% 3.92 57% 24.13 74%

bWW 3.58 52% 6.69 50% 1.83 47% 12.09 50%
bAFP 2.67 75% 4.06 61% 0.10 6% 6.84 57%
Δbeff 2.67 100% 4.06 100% 0.09 91% 6.83 100%
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Table 4.3: Signal MC sample cut flow for ALP mass from 700 GeV to 1400 GeV for 14.6 fb−1 of ?? collision at√
B = 13 TeV. The values for bWW and bAFP are the numbers of events when the set operation is performed without

the latter selection.

700 GeV
Cut variable EL SD DD Total

Events Efficiency Events Efficiency Events Efficiency Events Efficiency
Preselection 6.13 16.33 6.27 28.74

�
WW

q
6.12 100% 11.74 72% 3.65 58% 21.52 75%

bWW 3.30 54% 6.34 54% 1.76 48% 11.40 53%
bAFP 2.25 68% 3.78 60% 0.08 4% 6.10 54%
Δbeff 2.25 100% 3.77 100% 0.07 92% 6.09 100%

800 GeV
Cut variable EL SD DD Total

Events Efficiency Events Efficiency Events Efficiency Events Efficiency
Preselection 4.82 12.98 5.28 23.08

�
WW

q
4.82 100% 9.68 75% 3.27 62% 17.78 77%

bWW 3.14 65% 6.10 63% 1.98 61% 11.23 63%
bAFP 2.27 72% 3.33 55% 0.07 3% 5.67 50%
Δbeff 2.27 100% 3.32 100% 0.06 92% 5.65 100%

900 GeV
Cut variable EL SD DD Total

Events Efficiency Events Efficiency Events Efficiency Events Efficiency
Preselection 3.78 10.22 4.39 18.39

�
WW

q
3.77 100% 7.79 76% 2.91 66% 14.48 79%

bWW 2.81 74% 5.49 70% 2.04 70% 10.33 71%
bAFP 2.11 75% 2.70 49% 0.07 3% 4.88 47%
Δbeff 2.11 100% 2.69 100% 0.06 91% 4.86 100%

1000 GeV
Cut variable EL SD DD Total

Events Efficiency Events Efficiency Events Efficiency Events Efficiency
Preselection 3.00 8.32 3.73 15.05

�
WW

q
3.00 100% 6.52 78% 2.55 68% 12.07 80%

bWW 2.43 81% 5.05 77% 2.01 79% 9.49 79%
bAFP 1.88 77% 2.30 45% 0.05 2% 4.22 44%
Δbeff 1.88 100% 2.29 100% 0.04 86% 4.21 100%

1200 GeV
Cut variable EL SD DD Total

Events Efficiency Events Efficiency Events Efficiency Events Efficiency
Preselection 1.95 5.49 2.69 10.13

�
WW

q
1.95 100% 4.47 81% 1.92 72% 8.34 82%

bWW 1.77 91% 3.91 88% 1.72 89% 7.40 89%
bAFP 1.20 68% 1.51 39% 0.03 2% 2.75 37%
Δbeff 1.20 100% 1.51 99% 0.03 92% 2.74 100%

1400 GeV
Cut variable EL SD DD Total

Events Efficiency Events Efficiency Events Efficiency Events Efficiency
Preselection 1.29 3.77 1.97 7.03

�
WW

q
1.29 100% 3.13 83% 1.47 74% 5.89 84%

bWW 1.03 80% 2.51 80% 1.19 81% 4.72 80%
bAFP 0.69 67% 0.92 37% 0.02 2% 1.64 35%
Δbeff 0.69 100% 0.92 100% 0.02 94% 1.63 100%
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Figure 4.17: (a) The estimated bWW selection efficiency of the data for the logical OR (red) and AND (blue)
requirements of the A-side and the C-side, as well as the A-side (green) requirement, depending on diphoton mass
<WW . (b) <WW contours in a bA

WW-bC
WW plane. The yellow region corresponds to the bWW OR selection.

4.5.1 Background selection efficiency

The background selection efficiency after the acoplanarity cut is modelled as a function of diphoton mass
<WW for better understanding and use in Sec. 6.4.3. The efficiency is computed numerically using some
analytical calculations with data-driven constants. The bWW selection efficiency YWW is calculated as the
integral of the probability density function of diphoton rapidity,

YWW (GWW) = �
∫
� (GWW )

5 (HWW)dHWW , (4.4)

where GWW ≡ <WW/
√
B, � is a constant, � is the interval of integration, and

5 (HWW) =



4∑
8=0

?8H
28
WW∫ Hend

−Hend

( 4∑
8=0

?8H
28
WW

)
dHWW

for |HWW | ≤ Hend

0 for |HWW | > Hend

,

where Hend is defined as the smallest HWW > 0 such that
∑4

8=0 ?8H
28
WW = 0. The coefficients ?8 are derived by

fitting the data distribution as Fig. 4.18 and summarized in Table B.2. The <WW dependency of 5 (HWW) is
ignored because it is not large.

The interval � (GWW) is defined for the OR, AND, and A-side selection. The calculation result of the C-side
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Figure 4.18: Diphoton rapidity distribution of the data after the acoplanarity selection with the fit result of a
polynomial function.

Table 4.4: Intervals of integration for each GWW = <WW/
√
B range. b̄WW is defined as

√
b
WW

minb
WW
max.

Condition � GWW ∈ [0, bWWmin) GWW ∈ [bWWmin, b̄WW) GWW ∈ [b̄WW , bWWmax) GWW ∈ [bWWmax,∞)
OR 2 [HA

min, H
A
max] [0, HA

max] [0, HC
min] [HC

max, H
C
min]

AND 2 ∅ [0, HC
min] [0, HA

max] ∅
A-side 1 [HA

min, H
A
max] [HA

min, H
A
max] [HA

min, H
A
max] [HA

min, H
A
max]

selection is assumed to be the same as the A-side. The end-points

HA
min = ln

b
WW

min
GWW

,

HA
max = ln

b
WW
max
GWW

,

HC
min = − ln

b
WW

min
GWW

,

HC
max = − ln

b
WW
max
GWW

.

are defined for a given GWW using Eq. 4.3 beforehand, where bWWmin = 0.031/1.1, and bWWmax = 0.084/0.9.
Table 4.4 shows � and the intervals for each GWW range. The integrations for � = 2 make use of the fact
that the integrand is an even function. Fig. 4.19 shows the <WW dependency of the bWW selection efficiency
computed numerically. This matches with Fig. 4.17 (a), validating the equation. Fig. A.3 shows the
data-driven evaluation for comparison.

The <WW dependency of the background matching selection efficiency, including the bAFP selection, is
also calculated for each of OR, AND, XOR, and NOR conditions. First of all, for a pair of diphoton and
proton for a single side, the probability that the diphoton is matched with the proton is calculated as

Y
1?
match(bWW) =

∫ bWW+Δb

bWW−Δb

6(bAFP)dbAFP,
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Figure 4.19: <WW dependency of the bWW cut efficiency computed numerically for each set operation condition.

where Δb = 0.004 + 0.1bWW . 6(bAFP) is the probability density function of bAFP normalized in bAFP ∈
[bAFP

min , b
AFP
max ], where bAFP

min = 0.035, and bAFP
max = 0.08, and is parametrized as

6(bAFP) =


6stem(bAFP)∫ bAFP

max

bAFP
min

6stem(bAFP)dbAFP

for bAFP ∈ [bAFP
min , b

AFP
max ]

0 for bAFP ∉ [bAFP
min , b

AFP
max ]

,

6stem(bAFP) = @0 +
@1 erfc

(
−bAFP − @3

@4

)
bAFP + @2

.

The parameters @8 are derived by fitting the data distribution as Fig. 4.20 so that the fit result well represent
the distribution in [bAFP

min , b
AFP
max ], assuming that the distributions for both sides are the same. The parameter

values are summarized in Table B.2. Since the thresholds of the bWW selection are set to bWWmin = bAFP
min − Δb

and bWWmax = bAFP
max + Δb, the possibility that the matching is performed on a particular side even though the

bWW selection is not passed on the side is naturally out of consideration.

The matching efficiency Ỹmatch(bA
WW , b

C
WW) is calculated for each condition,

ỸOR
match(b

A
WW , b

C
WW) = 1 −

(
1 − Y1?

match(b
A
WW)

)# (
1 − Y1?

match(b
C
WW)

)#
,

ỸAND
match(b

A
WW , b

C
WW) = 1 −

(
1 − Y1?

match(b
A
WW)Y

1?
match(b

C
WW)

)#
,

ỸA
match(b

A
WW , b

C
WW) = 1 −

(
1 − Y1?

match(b
A
WW)

)#
,

where the averaged number of reconstructed protons per event per side derived from the data is # = 0.74.
For any condition, the matching efficiency Ymatch can be calculated as a function of GWW and HWW ,

Ymatch(GWW , HWW) = Ỹmatch(GWW4HWW , GWW4−HWW ).

The matching efficiency for a fixed GWW is then calculated as the weighted average of Ymatch(GWW , HWW),

Ymatch(GWW) =

∫
� (GWW )

Ymatch(GWW , HWW) 5 (HWW)dHWW∫
� (GWW )

5 (HWW)dHWW
.

64



4.5 Set operation

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14

AFP
ξProton energy loss fraction 

0

50

100

150

200

250

E
ve

nt
s 

/ 0
.0

01
4

-1 = 13 TeV, 14.6 fbs

A-side proton
C-side proton

Figure 4.20: bAFP distribution of the data with the fitting result. Distributions before the bWW selection are used
because it is assumed that background events have no correlation between diphoton and proton.
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Figure 4.21: <WW dependency of the matching and overall selection efficiency computed numerically for each
condition.

This calculation holds when the AND, OR, or A(C)-side selection is applied. In such a case, the overall
background selection efficiency after the acoplanarity selection is

Yall(GWW) = YWW (GWW)Ymatch(GWW) = �
∫
� (GWW )

Ymatch(GWW , HWW) 5 (HWW)dHWW . (4.5)

The efficiency for XOR and NOR conditions can be calculated as

YXOR
all (GWW) = YOR

all (GWW) − Y
AND
all (GWW),

YNOR
all (GWW) = 1 − YOR

all (GWW).

Fig. 4.21 shows the<WW dependency of the matching and overall selection efficiency computed numerically.
Fig. A.4 shows the data-driven evaluation of them for comparison. The efficiency is not compatible, while
the dependency shape is similar to each other. Since only the model shape affects the background estimation,
this difference is not taken seriously.
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5 Signal Modeling

5.1 Signal fitting function

This section describes the signal modeling strategy. In this research, signal modeling assumes that the
variance of diphoton mass (<WW) distribution of reconstructed signal events is dominated by the resolution
of the ATLAS detector, and the ALP natural width is negligible. This assumption is called NWA, as
described in Sec. 1.3.1. Under this assumption, the signal <WW distribution is modelled by a double-sided
Crystal Ball (DSCB) function [141, 142],

5-
(
<WW; x- (<-)

)
= # ·



4−0.5C2
if − UL ≤ C ≤ UR

4−0.5U2
L[

UL
=L

(
=L
UL

− UL − C
)]=L if C < −UL

4−0.5U2
R[

UR
=R

(
=R
UR

− UR + C
)]=R if C > UR

,

x- (<-) ≡ {`CB(<-), fCB(<-), UL, UR, =L, =R} ,

C ≡
<WW − `CB(<-)

fCB(<-)
,

(5.1)

as per the high-mass diphoton resonance search [52]. `CB and fCB, depending on hypothetical ALP mass
<-, represent the peak and width of the Gaussian core of the function, # is a normalization parameter, UL
(UR) is the position of the junction between the Gaussian and power law on the low (high) mass side in
units of C, and =L (=R) is the exponent of this power law.1 This function and its derivative are continuous
for all C and converge to 0 for C → ∞ with =L,R > 0.

The parameters of the DSCB are determined in a multi-step procedure. First, the <WW distribution of
the signal MC sample for each mass point <- after the whole event selection is fitted with the DSCB
function, yielding a set of DSCB parameters. The fits are shown in Figs. 5.1 and 5.2. Next, linear or
constant functions,

`CB(<-) = <- + Δ<(<-) = <- + ?Δ<0 + ?Δ<1<-,

fCB(<-) = ?fCB0 + ?fCB1<-,

UL = ?UL , UR = ?UR

=L = ?=L , =R = ?=R

are fit to the <- dependency of each parameter to parametrize the mass-dependent evolution, where the
constants ? are the parameters. The parametrization is shown in Fig. 5.3 and is summarized in Table 5.1.
The parameterization models the resonance peak for arbitrary hypothetical ALP mass. Each uncertainty in
the table is considered a systematic uncertainty of the corresponding parameter as described in Sec. 8.1.

1Although UL,R and =L,R are also expected to depend on <- , the dependency is ignored because the effect is negligible.
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(c) ALP mass 400 GeV
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(d) ALP mass 500 GeV
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Figure 5.1: Fitting results of signal MC samples after the whole event selection using the DSCB function, shown
here for different signal masses ranging from 200 GeV to 650 GeV. The bottom panel of each plot shows the ratio of
MC sample distribution compared with the fit function.
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Figure 5.2: Fitting results of signal MC samples after the whole event selection using the DSCB function, shown
here for different signal masses ranging from 700 GeV to 1400 GeV. The bottom panel of each plot shows the ratio
of MC sample distribution compared with the fit function.
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Figure 5.3: The mass dependence of the DSCB parameters. The linear or constant functions (red lines) are obtained
from a fit to the DSCB fit results of each mass point (blue points).
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5.1 Signal fitting function

Table 5.1: Signal model parameters. Parameters modelled by linear function have the subscripts followed by the
number 8, which means the coefficient of the 8-th order.

Parameter Value Uncertainty

?Δ<0 9.33 × 10−2 XΔ<0 ≡ 8.18 × 10−2

?Δ<1 −4.59 × 10−4 XΔ<1 ≡ 1.26 × 10−4

?fCB0 1.00 XfCB0 ≡ 8.94 × 10−2

?fCB1 7.78 × 10−3 XfCB1 ≡ 1.39 × 10−4

?UL 1.54 XUL ≡ 2.89 × 10−2

?UR 2.28 XUA
≡ 3.53 × 10−2

?=L 3.31 X=L ≡ 1.75 × 10−1

?=R 7.69 × 10−1 X=R ≡ 5.84 × 10−2
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Figure 5.4: (a) The signal yields of the original fits. The non-smooth behaviour at around 650 GeV originates from
the bWW cut efficiency. (b) The signal yields of fittings using the fixed parameters relative to (a) with maximum
errors.

The parametrized model does not entirely match the original fit results in Fig. 5.3. Therefore, the effect of
the difference on the resulting signal yield is studied by comparing the original fit with the fit using the
DSCB function whose parameters are fixed to the interpolation results. Fig. 5.4 (a) shows the signal yields
of original fittings. (b) shows the signal yields of fittings using the fixed parameters relative to (a). The
difference is slight for any ALP mass <-.

5.1.1 Signal modeling uncertainty

One of the systematic uncertainties of the signal model is evaluated. The systematic uncertainty of signal
modeling is evaluated for each hypothetical ALP mass, comparing the resulting signal yield with the input
number of events in the signal MC sample. The input signal events are weighted variously to check if the
resulting yield follows the weight accordingly, following a linear relation. The yield and number of events
are unitized by signal strength, which is the number of events (normalized to 14.6 fb−1) of the nominal
signal MC samples for the corresponding ALP mass after the whole event selection. Fig. 5.5 shows the
results of the signal injection test performed by fitting the DSCB function to the signal MC distribution for
each ALP mass hypothesis. The parameters of the DSCB function, except the signal yield, are fixed to the
interpolated values to distinguish the sources of the systematic uncertainty. The input and output signal
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5 Signal Modeling

Table 5.2: Signal modeling uncertainty for each ALP mass.

ALP mass [GeV] Xsmodel

200 −0.0034
300 −0.0017
400 −0.0006
500 −0.0006
600 −0.0027
650 −0.0045
700 −0.0062
800 −0.0022
900 −0.0013
1000 −0.0008
1200 −0.0010
1400 −0.0212

strengths are compared for each ALP mass hypothesis. The fitting result of a linear function

`out(`in) = (1 + Xsmodel)`in

is represented by the red lines, where Xsmodel is the parameter. Table 5.2 lists the fitting results of the linear
function. The maximum deviation from 1 is taken as the signal modeling uncertainty,

Xsmodel ' 2.1%.

5.2 Signal efficiency and yield

The signal yield #- (<-) in the results of this analysis is defined as the sum of EL, SD, and DD signal
yields,

#- (<-) =
∑

8∈{EL,SD,DD}
#8 (<-),

#8 (<-) = !intf8 (<-)Y8 (<-),

where !int = 14.6 fb−1 is the integrated luminosity, #8 is the signal yield, f8 is the signal cross section
in the phase space limited to the region specified in Table 3.1, and Y8 is the selection efficiency, for each
event type 8.

5.2.1 Efficiency

The efficiency Y8 is parametrized as a function of ALP mass <- with the evaluation of uncertainties to get
results for arbitrary ALP mass. It is calculated as the fraction of the number of remaining events after the
whole event selection over the total events for each ALP signal MC sample for each event type 8,

Y8<-
=

# 8
<-

!intf
8
<-

,
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Figure 5.5: The signal injection test results with statistical uncertainties for each ALP mass hypothesis. The input
and output signal strengths are compared using the red fitted lines. The error bars represent the statistical uncertainty
for 14.6 fb−1.
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Table 5.3: Signal efficiency parametrization.

Parameter 8 = EL 8 = SD 8 = DD

?80 −1.66 × 10−1 −1.89 × 10−2 −1.56 × 10−3

?81 2.22 × 10−3 2.30 × 10−4 2.31 × 10−5

?82 −2.66 × 10−6 3.34 × 10−7 −1.14 × 10−8

?83 1.49 × 10−9 −4.20 × 10−10

?84 −3.50 × 10−13 1.05 × 10−13

?85 4.00 × 10−1

?86 6.94 × 102

?87 1.23 × 102

where Y8<-
, # 8

<-
, and f8

<-
are the efficiency, signal yield, and cross section. The f8

<-
is output from

SuperChic and known for each ALP mass. Since the signal MC samples are generated at discrete ALP
mass points <-, these efficiencies are discrete functions of <- at this point. The mass dependency of
signal efficiency is parametrized, fitting the functions

YEL(<-) =
( 4∑
8=0

?EL
8 <8

-

)
×

(
1 − � (<-; ?EL

5 , ?EL
6 , ?EL

7 )
)
,

YSD(<-) =
4∑
8=0

?SD
8 <8

-,

YDD(<-) =
2∑
8=0

?DD
8 <8

-,

where

� (<-; 0, 1, 2) = 0 exp

[
−1

2

(
<- − 1
2

)2
]

(5.2)

is the Gaussian function. The parameters are listed in Table 5.3. Fig. 5.6 shows the computed efficiency
values, and the functions are overlaid (orange). The envelopes are also illustrated to cover the difference
between the computed efficiency and the functions. To derive the envelopes, the linear (blue) and cubic
(cubic) interpolations are performed, and the upper (cyan) and lower (pink) envelopes are set to cover
these interpolation results. The parametrization of the envelopes are

X
up
YEL = 0.05 + 0.44−0.05(<-−130 GeV) Xdown

YEL = 0.05 (5.3)

X
up
YSD = 0.04 + 0.44−0.045(<-−130 GeV) Xdown

YSD = 0.04 (5.4)

X
up
YDD = 0.4 Xdown

YDD = 0.4 (5.5)

in terms of the ratio to the nominal parametrization. They are used as the systematic uncertainty as
described in Sec. 8.1.

5.2.2 Cross section and yield

The signal yield for the fixed ALP coupling constant 5 −1 = 0.05 TeV−1, assumed when generating the
signal MC samples, called standard coupling constant, is also parametrized. Such signal yield is referred
to as the standard signal yield #std, and the signal strength is redefined as the quantity ` satisfying

#- (<-) = `(<-)#std(<-), (5.6)
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Figure 5.6: (a)(c)(e) Signal efficiency derived from the signal MC samples. The orange line is its parametrization.
The envelopes are also shown. The cyan and magenta lines represent the envelopes. (b)(d)(f) The ratio of the signal
efficiency taken with respect to the nominal efficiency modeling function.
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Table 5.4: Signal cross section parametrization in fb unit for coupling constant 5 −1 = 0.05 TeV.

Parameter 8 = EL 8 = SD 8 = DD

?80 2.87983000 9.85015 2.04608
?81 −0.00256053 −0.00417 −0.00191
?82 4.60166000 19.75920 3.90991
?83 −0.00838870 −0.01123 −0.00809
?84 0.02282670 2.65697 0.00471
?85 −0.00000639 −0.00162 0.00115
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Figure 5.7: (a) Signal cross sections and their parametrization for coupling constant 5 −1 = 0.05 TeV. (b) Signal
yield parametrization for the same coupling constant. The lower panel shows the ratio of the number of events for
each event type compared to the total number of events.

where #- is the signal yield of interest. The standard signal yield is calculated as

#std(<-) =
∑

8∈{EL,SD,DD}
# 8

std(<-),

# 8
std(<-) = !intf

8
std(<-)Y8 (<-),

wheref8
std(<-) is the cross section corresponding to the fixed coupling constant, and Y8 (<-) is parametrized

as described in Sec. 5.2.1. The cross sections are parametrized as

f8
std(<-) = ?804

?8
1<- + ?824

?8
3<- + ?844

?8
5<- ,

where the parameters are listed in Table 5.4. The sum

fstd(<-) =
∑

8∈{EL,SD,DD}
f8

std(<-)

fstd is called standard cross section. Now that both cross section and efficiency are parametrized to
be continuous, signal yield is also parametrized as the product of them and !int. Fig. 5.7 shows the
parametrization of f8

std, # 8
std, fstd, and #std. The ratio of signal yield between EL and SD is compatible

with the estimations from the SuperChic developers illustrated in Fig. 5.8 for comparison, roughly
supporting the implementation of the event selection in this research, although the selection criteria are
slightly different.
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Figure 5.8: The ratio of the number of signal events for coupling constant 5 = 0.05 TeV−1 for each event type
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6 Background Modeling

In this section, the modeling of the diphoton mass distribution of the background events is described
with systematic uncertainty. The dominant background arises from the coincident matching between
the diphoton and proton objects from different ?? collision vertices. Such events are referred to as
combinatorial backgrounds, while all non-combinatorial background events are called single-vertex
backgrounds. The sources of the diphoton objects in the combinatorial backgrounds are, for example,
inclusive diphoton production and fake jets. On the other hand, the dominant source of the background
protons in this research using the OR selection (see Sec. 4.5) is the single-diffraction as described in
Sec. 2.3.

A background sample is prepared by a fully data-driven method to use as a template to determine the
background model in Sec. 6.1. The background model is constructed in the same section. The validation
of the data-driven method is described in Sec. 6.2. It is also proved that the single-vertex backgrounds
are negligible. Signal contamination in the background sample is considered a systematic variation of
the template in Sec. 6.3, and the systematic uncertainty of the background model is determined using the
nominal and varied templates in Sec. 6.4.

6.1 Background sample creation and background modeling

A fully data-driven method is used to make a background template inheriting the procedure in the dilepton
analysis [66] as described in Sec. 1.4. First, the nominal data sample after the object selection and the
event preselection described in Sec. 3 is prepared. The amount of combinatorial background depends
on instantaneous luminosity and hence the measured number of ?? collisions ` in the BC, as shown in
Fig. 6.1, which represents the ` dependency of the selection efficiency after the acoplanarity selection.
Therefore, the preselected events are divided into the bins of the ` in the BC from which each event
originates. Fig. 6.2 shows the number of events in each bin. The bin width is 1, and almost all events
are in the bins with more than 100 entries, while the exceptional events are ignored in the background
estimation.

In each bin, the events are processed as illustrated in Fig. 6.3. The sample has a set of proton objects for
each event because the unique proton selection for each side has not been performed yet at this stage. The
colorful boxes indicate the proton sets. The procedure is as follows.

1. The event selection up to the bWW selection with the OR selection is applied to the data sample in
each bin. Since only the diphoton object information is used in this selection, this is referred to as
the diphoton selection. The set of selected events necessarily contains the events that can pass the
whole event selection with the OR selection.1

2. The set of protons in each event is then replaced by the sets from the other events before the diphoton
selection to create multiple events with the same object information except for protons. Since the

1The diphoton selection can be skipped because the whole selection is applied after all, but it is applied in order to reduce the
amount of computation in the following processes.
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Figure 6.1: The ratio of the number of data events after the whole event selection to the selection up to the acoplanarity
selection in each coarse ` bin. The statistical uncertainty is also illustrated.
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Figure 6.2: Distribution of the number of ?? collisions ` in the BC from which each data event originates.

assigned set of protons is from a different BC for each created event, the diphoton and protons are
not correlated. This procedure is referred to as the decorrelation by multiple reassignments.

3. The whole selection is applied to these many events. Only the events with diphotons and protons
coincidentally matched remain, embodying the definition of combinatorial background.

4. Since a set of events originating from the same preselected event has the same diphoton mass value,
such events are unified as one event with the weight calculated as the fraction of the selected events
in the set.

Finally, the unified events are merged with respect to the ` bins to almost finalize the background sample.
The difference in the method from the dilepton analysis [66] is that they mixed the proton sets without
binning the events with respect to ` and reassigned only 100 proton sets to each event.

Although the backgrounds in data are expected to come from almost the combinatorial background, there
could be non-negligible contamination of single-vertex backgrounds and signal events. However, the
decorrelation method suppresses such contamination because the matching selection eliminates most of
them. The suppression of signal contamination is quantified in Sec. 6.3. One could just shift the sets of
protons to the next events one by one to decorrelate the diphotons and protons, but the original data size is
regarded to be too small to use for the background modeling. Fig. 6.4 compares the <WW distribution of
such a simple background sample and the nominal fully data-driven background sample after the whole
event selection. The nominal background template is much smoother than the former one because events
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Figure 6.3: Algorithm flow of background sample creation. A ` bin with five preselected events is illustrated for
simplicity. The yellow and grey boxes stand for the selected and not selected events, respectively. Each event has a
set of proton objects represented by colorful boxes.

which should have been excluded by the matching selection in the simpler method remain with weights
less than 1 in the nominal method. The distribution shape uncertainty is also evaluated as√∑

8

F2
8

for each <WW bin, where F8 is the weight of the event with index 8. The uncertainty is smaller than the
former case, whose shape uncertainty is identical to the statistical uncertainty, the square root of the bin
content. In the diphoton mass range from 150 GeV to 1600 GeV, the data after the diphoton selection has
3977 events, and the number of events is reduced to 441 after the whole event selection. However, the
data-driven background sample, even after the whole selection, holds the information of 3964 events out
of the 3977 events. The higher the integrated luminosity and the tighter the selection after the diphoton
selection, the more powerful this background sample creation method becomes.

The weight of each event in the nominal background sample is slightly modified finally. Since the amount
of combinatorial background and ` are positively correlated, for example, if a proton set from an event in
a BC with a higher luminosity is assigned to a diphoton from an event in a BC with a lower luminosity,
the coincident matching rate becomes overestimated. Each event in the background sample is weighted by
`WW/`? to consider the effect of the slight difference of the ` between the event from which the diphoton
originates, `WW , and the event from which the protons originate, `?, assuming the linearity between
the amount of combinatorial background and `. This weight has uncertainty within the ` bin. The `
dependency and the systematic uncertainty evaluation of the weight `WW/`? are detailed in Appendix E,
and the effect of the systematic uncertainty is found to be negligible.

The function form
5b (G; {0, U0}) ≡ 50 (G; {0, U0}) =

(
1 − G1/3

)0
· GU0 , (6.1)

is used for the background function fitting in the mass range [150, 1600] GeV. G = <WW/
√
B is a transfor-

mation that improves the numerical stability of the fit. This function form is an element of a family of
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Figure 6.4: The<WW distribution of the background samples after the whole event selection with the shape uncertainty.
(a) Background sample where the proton set in each event of the data is shifted to the next event. (b) The nominal
background sample.
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Figure 6.5: Comparison of <WW distribution between the fully data-driven background after the whole selection
with shape uncertainty (black) and function fitted to it (blue) in the diphoton mass range [150, 1600] GeV.

functions 5: traditionally used in the high-mass diphoton resonance searches [50, 52] to describe the <WW

spectrum, where

5: (G; {0, U8 | 8 ∈ Z ∪ [0, :]}) =
(
1 − G1/3

)0
· G

∑:
8=0 U8 (log G )8 .

Although the latest high-mass diphoton resonance search [52] used 51, this research uses the simpler 50
because the background modeling uncertainty is expected to be dominated by the statistical uncertainty
considering the low luminosity, 14.6 fb−1. The parameters 0 and U0 are free parameters in this research
as described in Sec. 8.1. The fit result is shown in Fig. 6.5. The best-fit parameters for the nominal
background template are 0 = 15.9 and U0 = −0.828, which are used as the initial values in the latter
analyses.
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Figure 6.6: The algorithm flow of the data-driven validation of the fully data-driven background creation method in
the acoplanarity range [0.01, 0.5].

6.2 Validation

The data-driven background sample creation method described in Sec. 6.1 above is validated by comparing
data and the background sample in validation regions. The agreement on the comparison supports that
the combinatorial background is dominant. Sec. 6.2.1 defines the validation regions and compares the
data and background sample. Furthermore, Sec. 6.2.2 examines some possible single-vertex backgrounds
using MC samples to see if there is a non-negligible contribution.

6.2.1 Data-driven validation of sample and dominance of combinatorial background

The background sample is compared with the data in terms of the <WW distribution in a background-
rich region to validate the background sample creation method. Fig. 6.6 summarizes the procedure.
The loose photon identification working point is used, and the photon isolation requirement is removed
(“Sample 2”). Events that are identical to the nominal data events that pass the event selection up to the
bWW selection (“Sample 1”) are excluded from the validation samples. The acoplanarity range is changed
to 0.01 < �

WW

q
< 0.5. The full nominal selection, except these criteria, is applied to the samples to create

the data sample for validation for comparison. On the other hand, the background sample is made with the
same selection by the same method as the nominal one. Fig. 6.7 shows the comparison between the data
and the background samples in the validation region. The j2 test and the Kolmogorov-Smirnov test are
performed for these distributions. The resulting reduced j2 and Kolmogorov test probability are 0.649
and 0.859, respectively. These results show the good compatibility of the background sample with the
data and validate the background sample creation method.

Further tests are performed to validate the dominance of combinatorial background in a similar data-driven
way. The background sample is compared with the data in another validation region closer to the signal
region. A validation region is defined by the selection partially different from the nominal one in that

• Only one of the leading and the sub-leading photons is required to pass the tight ID criteria, and the
other photon is required not to pass the tight identification and pass the loose identification,

• 0.01 < �
WW

q
< 0.5,

• <WW ∈ [130, 1600] GeV.

Since the first point makes the sample mutually exclusive from the nominal data, there is no need to take
any difference set as illustrated in Fig. 6.6. The process is as simple as replacing the “Sample 2 - Sample 1”
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Figure 6.7: Comparison between the data and background sample distributions in the background-rich region.
(a) Unzoomed and (b) zoomed versions of the lower panels are represented for better visibility. The shape uncertainty
and statistical uncertainty of the background sample are also illustrated. The shape uncertainty is smaller than the
statistical uncertainty as described in Sec. 6.1.
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Figure 6.8: Comparison of <WW distributions between the data and background sample in the validation region with
the non-back-to-back requirement and only one tight photon.

in the figure with the sample made following the first condition. Fig. 6.8 shows the <WW distribution of the
data and background sample in the validation region. The j2 test is performed for these distributions. The
resulting reduced j2 is 0.628.2 Fig. 6.9 compares the acoplanarity distribution, where the j2 test and the
Kolmogorov-Smirnov test are performed. The resulting reduced j2 and Kolmogorov test probability are
0.917 and 0.969, respectively. There is no positive excess of the data from the background sample. This
means there is no significant single-vertex background near the signal region. The number of background
and data events are 1534.3 and 1465, respectively. They are compatible within the 2f uncertainty assuming
the Poisson statistics.

2The Kolmogorov-Smirnov test is not performed because the number of events is insufficient in some bins.
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Figure 6.9: Comparison of acoplanarity distribution between the data and background sample in the validation
region with the non-back-to-back requirement and only one tight photon.

6.2.2 MC-based validation of dominance of combinatorial background

An event with a diphoton and protons from the same vertex in their final state is called a single-vertex
background event. Since the diphoton and protons are correlated, such an event is not a combinatorial
background. If there is non-negligible single-vertex background, especially having a resonance-like peak
in <WW distribution, the background modeling would be biased. In this case, the distribution of such
events needs to be added to the background template. In addition, the contribution of such events to the
background sample itself should be evaluated since the background sample is fully data-driven. This
section evaluates the effect of single-vertex background and whether it is negligible. The MC samples of
the single-vertex background considered possibly dominant are generated and analyzed at the truth level.
Two generators are used to create different kinds of MC samples.

Test with SuperChic

SuperChic 4.13 is used to generate the MC events. Selection similar to the nominal one is applied to the
final state of two central particles regarding them as the two photons even if they are not actually photons.
The “photon” objects are required to satisfy

• |[ | ∈ [0, 1.37] ∪ [1.52, 2.37],
• ?T > 40 GeV,
• �

WW

q
< 0.01,

• bA
WW ∈ [0.031/1.1, 0.084/0.9] ∨ bC

WW ∈ [0.031/1.1, 0.084/0.9],

as per the nominal selection. The following events are considered as possible single-vertex backgrounds.

• Dilepton production events analyzed in the dilepton analysis [66], ?? → ?(WW → ℓ+ℓ−)? (∗) . The
EL and SD processes are generated separately. 100,000 events are generated for each channel. For
the latter case, the matching efficiency of the side to which the dissociative proton directs is set as 0.
Likewise, it is assumed that the DD contribution is negligible.
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– ?? → ?(WW → 4+4−)? (∗) . The electron to photon misidentification rate is assumed to be
2.5% for |[ | < 0.6, 5.5% for |[ | < 1.37, and 16% for the other [ region considering Ref. [136].
The product of the rates of the two particles is used as the event weight.

– ?? → ?(WW → `+`−)? (∗) . Since the misidentification rate should be much lower than the
dielectron case, this kind of event is neglected.

– ?? → ?(WW → g+g−)? (∗) . The tauon-to-photon misidentification rate is calculated as the
product of tauon to neutral pion (c0) decay branching ratio, c0-to-photon misidentification
rate, and photon isolation efficiency for c0. The product of the rates of the two particles is
used as the event weight.

• SM light-by-light scattering, ?? → ?(WW → WW)? (∗) . 100,000 events are generated. Since the SD
process of this kind of event is not implemented in this generator, SD contribution is just assumed
to be the same as EL. Therefore, the event weight is 2.

• Central exclusive production (CEP). In this research, the CEP is defined as gluon-initiated events
without proton dissociation. The detailed definition of CEP is in Ref. [112]. Since the SD process
of this kind of event is not implemented in this generator, SD contribution is just assumed to be the
same as EL. Therefore, the event weight is 2.

– ?? → ?(66 → WW)? (∗) . 100,000 events are generated. There is no additional event weight.
Ref. [23] supports that this event is negligible.

– ?? → ?(66 → @@̄)? (∗) . 50000 events are generated. The quark-to-photon misidentification
rate, photon identification efficiency multiplied by isolation efficiency, is assumed to be 0.02%.
Thus, the event weight is 4 × 10−8.

– ?? → ?(66 → 66)? (∗) . 50000 events are generated. The same misidentification rate as the
quark case is assumed. The event weight is 4 × 10−8.

Fig. 6.10 shows the<WW stack distribution of the above single-vertex background events. Its ratio compared
to the combinatorial background estimated with the nominal background sample is shown in Fig. 6.11.
Since the contribution is less than the 1% of the combinatorial background, any of these single-vertex
backgrounds are neglected.

Test with Pythia

Pythia 8.306 is used to generate the usual pileup events. Although they do not have intact protons in
their final state, the partons could be hadronized into protons. The generated events are as follows.

• SD pileup with diphoton final state, @@̄ → WW or 66 → WW. 100,000 events are generated. The
nominal selection is applied to the photons and protons. Only 0.17 events remain after the event
selection, including the matching, indicating this kind of event and the double dissociative diffraction
assumed to be rare is negligible.

• SD pileup with dijet final state, 66 → 9 9 . Two photons or jets with the highest ?T are used to
define diphoton, where the jet is selected probabilistically, assuming the product of jet-to-photon
misidentification rate and photon isolation efficiency is 0.01. After generating 5 billion events, no
event remained after the nominal selection. The upper limit of the number of events after the event
selection is 0.74, calculated simply as the number of events at 14.6 fb−1 inferred from the generation
cross section divided by 5 billion. This is negligible, and the DD pileup assumed to be rare is also
considered negligible.
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Figure 6.10: <WW stack distribution of the single-vertex background events. Each kind of event is normalized to
14.6 fb−1. The legends are in ascending order in terms of the weighted integral. “SD A(C)-side” means A(C)-side
proton is dissociative.
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Figure 6.12: Δeffb distribution for the signal samples for ALPs with mass 400 GeV and coupling constant 5 −1 =

0.05 TeV−1 after the acoplanarity selection.

• ND pileup with dijet production. The procedure after the generation is the same as the SD → 9 9

case. After generating 50 billion events, no event survives the nominal selection. The upper limit
of the number of events after the event selection is 9.33. This number is large, but it is neglected
considering that this kind of background does not produce any resonance-like peaks in the <WW

distribution and that the number of events contributes only a few % compared to the combinatorial
background.

Table B.1 shows each process’s configurations in Pythia.

6.3 Background template systematic uncertainty

If there are signal events in the data, the fully data-driven background sample is contaminated by such events.
This section evaluates the contributions of such events to the background template. The effect of signal
contamination is estimated using the nominal signal MC samples with coupling constant 5 −1 = 0.05 TeV−1,
which is regarded to have been excluded by the high-mass diphoton resonance search [52] (see Sec. 1.3.1).
The proton sets in the signal samples are replaced by proton sets randomly extracted from the nominal data
event-by-event to reproduce the data-driven proton sets reassignment in the nominal background sample
creation method. These samples are called mixed signal samples. Fig. 6.12 compares Δeffb distribution
after the acoplanarity selection for the 400 GeV signal samples with and without the replacement for
each side. When the replacement decorrelates diphotons and protons, the peak around Δeffb = −0.003 is
flattened out. This leads to much fewer selected events after the matching selection, Δeffb < 0.004, and is
why the nominal background sample creation method suppresses the signal contamination.

However, a small number of signal events can contaminate the background sample even after the matching
selection. Fig. 6.13 compares diphoton mass distribution after the whole selection for the 400 GeV signal
samples with and without the proton sets replacement. A small resonant peak remains even with the
replacement and after the matching selection. A merge of the mixed signal sample with the nominal
background sample is created for each ALP mass. Fig. 6.14 shows the <WW distributions of such merged
samples with the nominal distribution for comparison.
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Figure 6.13: Diphoton mass distribution for the signal samples for ALPs with mass 400 GeV and coupling constant
5 −1 = 0.05 TeV−1. The distributions with and without the proton set replacement after the whole event selection are
compared. The distribution just after the acoplanarity selection is illustrated as the sample before the event selection
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Figure 6.14: Diphoton mass distributions of the samples made by combining the background and mixed signal
samples. The whole selection is applied. Each legend stands for the mass of the ALP, whose events are added to the
background sample. The ALP coupling constant 5 −1 = 0.05 TeV−1 is assumed.
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6.4 Background modeling uncertainty

In this section, the systematic uncertainty of the background model, Eq. 6.1, is evaluated using the
background templates in Fig. 6.14. First, the templates are smoothed in Sec. 6.4.1 in order to remove the
statistical uncertainty and focus on the systematic uncertainty. Then, in Sec. 6.4.2, the inflexibility of the
background model is evaluated as the signal yield uncertainty originating from the background modeling,
assuming the smoothed lines are the true background distribution. The evaluated systematic uncertainty is
then modified considering the bias of this assumption in Sec. 6.4.3.

6.4.1 Functional Decomposition smoothing

The statistical uncertainty is desired to be removed when evaluating the systematic uncertainty of the
background modeling so as not to overestimate the latter. The data-driven Functional Decomposition (FD)
method [143] is used to smooth the background distribution to remove the statistical uncertainty. The
FD method is originally implemented for resonance searches and generally takes multiple assumptions
about the resonance peak shapes. However, if no signal shape is assumed, the process becomes much
simpler and behaves as a background distribution smoother. The background template from the diphoton
mass <0 = 130 GeV is input to the tool, and the FD method expresses the background distribution using a
combination of complete orthogonal functions,

5̃ (I) =
∞∑
==0

2=�̃= (I),

where 2= is the real coefficient, and

I =

(<WW − <0

_

)U
,

�̃= (I) =
=∑

<=0
3=<�̃<(I),

�̃= (I) =
√

24−=I ,

3=< =
√
=(−1)=+<

(
2<
= + <

) <−1∏
8=1

< + 8
< − 8

=∏
8=<+1

8 + <
8 − < ,〈

�̃=, �̃<

〉
= X=<,〈

0̃, 1̃
〉
=

∫ ∞

0
dI0̃(I)1̃(I).

The hyperparameters _ and U are positive scalars. _ is the scale parameter similar to the bandwidth
in the usual kernel density estimation and has the same dimension as mass, while U is dimensionless.
The exponential family is used for the bases because the simple exponential is an entropy-maximizing
distribution, i.e. most delocalized, and they are suitable for representing the smooth-falling background
distribution. Although the background is modelled in the mass range [150, 1600] GeV, the G0 is set to
130 GeV with the 20 GeV margin because the FD results have an oscillating behaviour around the left
end. The coefficients {3=<} for the orthogonalization can be calculated recurrently and used to derive
recurrence relations among

{
�̃=

}
, which are used for the computation of �̃=.

The input sample is processed as the sequence of<WW values in<WW ∈ [130, 1600] GeV,
{
<WW,8

}
, and they

are converted to {I8}. The conventional approach to obtain the coefficients {2=} is the maximum-likelihood
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method, but the FD uses another method for better performance as follows. Each coefficient is computed
as

2= =
1
"

"∑
8=1

�̃= (I8) ,

where " is the number of events, and this is referred to as the decomposition of the sample. The expression
of the sample is truncated to

Ω̃(I) =
N∑
==0

2=�̃= (I),

which corresponds to the distribution smoothing. The N , the degree to which the FD describes the input
sample in detail, is another hyperparameter. Too large N causes a large modeling bias, i.e. overfitting,
while if N is too small, the variance will increase.

The hyperparameters _, U, and N are optimized so that

�KL
(
5̃ ‖Ω̃

)
+ �KL

(
Ω̃‖P̃

)
is minimized, where

�KL
(
0̃‖1̃

)
≡

∫ ∞

−∞
0̃(I) log

(
0̃(I)
1̃(I)

)
dI

is the Kullback-Leibler (KL) divergence, which is a measure of the difference between the two distributions
given as its arguments. The first term requires the FD result to express the sample well. P̃ =

√
24−I is a

simple exponential function, so the second term suppresses the overfitting. The maximum allowed N is
set to 8 in this research. Finally, the obtained Ω̃(I) is transformed to a function of <WW ,

Ω(<WW) =
N∑
==0

2=

(
dI

d<WW

)
�̃= (I).

Fig. 6.15 shows this FD smoothing result of the nominal background sample, and Fig. 6.16 shows all the
FD results for the background templates in Fig. 6.14. The resulting hyperparameters for the nominal case
are _ = 106, U = 0.445, and N = 6.

6.4.2 Spurious signal evaluation

The inflexibility of the background model, Eq. 6.1, is evaluated using the smoothed lines, assuming the
nominal FD smoothing result is the true background distribution. This method inherits the previous
diphoton analyses [52, 129, 144]. The signal-contaminated cases are also tested to see the effect of the
potential bias of the fully data-driven background sample creation method due to the signal contamination.
Samples with a large number of events weighted to have the same integral as the smoothed lines, so-called
Asimov samples, are created from the lines one by one. A primitive MC method is used to generate the
samples. Each of randomly generated <WW values following a uniform distribution in the mass range
[150, 1600] GeV is selected if Ω(<WW) is smaller than a value randomly generated following another
uniform distribution in [0,Ω(150 GeV)]. The event generation is repeated until 20 million <WW values
are selected. The signal-plus-background (s+b) function,

#- 5- (<WW; `CB, fCB, =R, =L, UR, UL) + #b 5b(<WW; 0, U0) (6.2)

is then fitted to the Asimov data for each hypothetical ALP mass <-, where the signal function 5- and
background function 5b are defined in Eqs. 5.1 and 6.1, respectively. The #- and #b are the signal and
background yield, respectively. The signal function parameters are fixed to the values in Table 5.1 in order
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Figure 6.15: Comparison of <WW distribution between the nominal background sample with statistical uncertainty
(black) and the FD smoothing result (red).
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Figure 6.16: FD smoothing results of the background templates for the nominal and the signal-contaminated cases.
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Figure 6.17: <- dependency of SS relative to the statistical uncertainty determined using the s+b function and
(a) the nominal background sample (b) the FD driven Asimov data.

Table 6.1: Spurious signal envelope parametrization.

Parameter Value

?0 0.019
?1 1.2
?2 −0.0054

to distinguish the sources of systematic uncertainties, while the background function parameters are set to
be variable. Since it is assumed that the FD smooth line is the true background distribution, the fitting
result of #- should be exactly 0. However, it can actually be non-zero because the background distribution
shape model has only two free parameters. This incompleteness of the background model is expressed as
the non-zero #- values, called spurious signal (SS) and denoted #SS, for each ALP mass hypothesis.

Fig. 6.17 (b) shows the SS evaluation results relative to its uncertainty X(. Traditionally, |#SS |/X( < 50%
is set as the threshold for considering the background model to be flexible.3 The SS result for the nominal
background sample illustrated in Fig. 6.17 (a) does not pass the criterion because the statistical fluctuation
deteriorate the result. On the other hand, the result after the smoothing (b) is much better than (a) and
pass the test. The unstable fitting behaviour of the negative #SS results does not cause any problem in this
research because the test statistics do not use such values as described in Sec. 8

An envelope of |#SS | is taken as the bare background modeling systematic uncertainty as a function of
<-. Fig. 6.18 shows the |#SS | and |#SS |/X( for all the Asimov samples as well as the envelope, which is
parametrized as a function of ALP mass. The parametrization is obtained from a fit of a function

XSS(<-) = ?0 + ?14
?2<- , (6.3)

to the local maxima, where the parameters are listed in Table 6.1.

6.4.3 Bias of Functional Decomposition

The systematic uncertainty evaluation with the SS test assumes that the smooth distribution created by
the FD method is identical to the true background distribution. However, obviously, this assumption

3Since no assumption is made on the signal production cross section, there is no strict requirement on |#SS |/X(.
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Figure 6.18: (a) Absolute number of SS as functions of <- evaluated for the Asimov samples. The thick red line
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6.4 Background modeling uncertainty

should not be completely correct. Therefore, the background modeling systematic uncertainty, Eq. 6.3,
is modified considering such bias evaluated using some toy MC samples. First, the following three <WW

distribution functions are prepared in the range [130, 1600] GeV.

1. The background function, Eq. 6.1. The parameters are determined by fitting the function to the
nominal data just after the acoplanarity selection.

2. The background function 1 multiplied by the bWW OR selection efficiency, Eq. 4.4. This has a
non-smooth shape illustrated in Fig. 4.19 and hence is an extreme case to be conservative in the bias
evaluation.

3. The background function 1 multiplied by the bWW and matching OR selection efficiency, Eq. 4.5.
This function is more realistic than the function 2.

Assuming that each of these distribution functions is the true background distribution, the difference in the
SS evaluation results between the cases where the distribution is smoothed and not smoothed by the FD
method is investigated. A similar approach is taken in Ref. [144].

Fig. 6.19 shows the procedure as well as the nominal SS evaluation procedure. For each of the three
distribution functions, there are two different paths as follows.

• The case without the FD smoothing is checked. An Asimov sample with 20 million events and
integral normalized to the nominal background sample in [150, 1600] GeV is created from the
assumed distribution function. The generation method is the same as described in Sec. 6.4.2. The
SS is evaluated for the sample as per the nominal SS evaluation.

• The case with the FD smoothing is checked. 100 toy samples with the same numbers of events
as the nominal background sample are generated in [130, 1600] GeV from the same distribution
function with the same method as the Asimov sample creation. These toys are also normalized
to the nominal background sample in terms of the integral. The toy samples are then smoothed
by the FD method, and an Asimov sample is created from each smooth line in [150, 1600] GeV.
Subsequently, the SS evaluation is performed for each Asimov sample. The average of the 100 SS
results is then calculated.

The results of the two evaluations are illustrated in order in Figs. 6.20 and 6.21.4 The SS result of the
function 2 without the FD smoothing has a non-smoothed shape as expected, while such behaviour is not
visible for the FD smoothing case.

The two results are compared with each other for each initial distribution function. Fig. 6.22 shows the
difference between these results in terms of the number of SS relative to the statistical uncertainty. An
analytical function

XFD(<-) =
5∑
8=0

?8<
8
-

is used as the envelope. The coefficients are listed in table 6.2. The absolute signal yield uncertainty
originating from the background modeling is then modified as

XBG(<-) = XSS(<-) (1 + XFD(<-)) , (6.4)

where XSS is taken from Eq. 6.3 and Table 6.1.

4Some mass points are removed because the fit did not converge, but this does not cause any problem in this research as
long as the fit results for the nominal data converge since the background modeling uncertainty has nothing to do with local
convergence problems.

95



6 Background Modeling

Asimov sample generation in [150, 1600] GeV

Smoothing by Functional Decomposition

Toy sample generation in [130, 1600] GeV (×100)

Distribution function

Nominal background sample

s+b fit for each hypothetical ALP mass

Toy sample (×100)

Merging

Smooth distribution
(×100)

Smooth
distribution

Asimov sample
(×100)

s+b fit result
(× mass points ×100)

SS results
(×100)

SS results

Averaging

Asimov
sample

s+b fit result
(× mass points)

SS results
SS results

s+b fit result
(× mass points)

Asimov
sample

Take difference

Figure 6.19: The procedures of the nominal SS evaluation (blue) and the FD smoothing bias evaluation (red).
Ellipses represent objects, and rectangles represent processes. The FD bias study procedure is repeated for three
different background functions.

Table 6.2: FD bias parameters.

Parameter Value

?0 0.460
?1 −0.00185
?2 5.64 × 10−06

?3 −7.05 × 10−09

?4 3.81 × 10−12

?5 −7.54 × 10−16
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Figure 6.20: SS evaluation results for the FD bias evaluation derived without the FD smoothing. (a) Absolute
number of SS as a function of <-. (b) SS relative to the statistical uncertainty.
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Figure 6.21: SS evaluation results for the FD bias evaluation derived with the FD smoothing. (a) Absolute number
of SS as a function of <-. (b) SS relative to the statistical uncertainty.
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7 Systematic Uncertainty

Various sources of systematic uncertainty in this research are considered, quantified, and summarized in
this section. They are categorized into photon object-related, proton object-related, fitting-related, and
theoretical uncertainty, and described in Sec. 7.1, 7.2, 7.3, and 7.4, respectively.

To evaluate the effect of each systematic uncertainty, basically, the value of a parameter that is supposed to
have uncertainty is shifted up and down by the amount of its uncertainty (referred to as shifting in this
research), and the signal MC samples are recreated. The relative difference in each of

• mean of <WW distribution,
• standard deviation of <WW distribution,
• number of events normalized to 14.6 fb−1

from the nominal signal MC sample are evaluated for each ALP mass <- after the whole selection.
In most cases, the maximum relative difference considering all the ALP mass points is taken as the
systematic uncertainty for the corresponding source. The uncertainty is propagated to `CB, fCB (see
Eq. 5.1), and signal yield, respectively. Non-negligible contributions among all the systematic uncertainties
are summarized in Table 7.1 with the quantitative information, while negligible sources are not listed.

The following two uncertainties, which do not belong to any aforementioned category, are also consid-
ered.

• Integrated luminosity uncertainty Xlumi. For the 2017 dataset, the uncertainty is 2.4% [82]. This is
directly used as the relative uncertainty of signal yield.

• Proton beam energy uncertainty. The 6.5 TeV beam energy in 2017 has 0.1% uncertainty [145],
which is negligible.

7.1 Photon object-related uncertainty

The following sources are considered for the photon object-related systematic uncertainty.

• Photon energy scale uncertainty originating from the photon energy calibration described in Sec. 3.4.
After the shifting, the resulting distributions are compared with the nominal sample in Fig. 7.1 for
<- = 1000 GeV. The mean values of the modified <WW distributions subtracted by <- are plotted as
a function of <- and compared to those of the nominal <WW distributions in Fig. 7.2. The maximum
relative difference is regarded as the uncertainty of `CB.

• Photon energy resolution uncertainty originating from the photon energy calibration described in
Sec. 3.4. This primarily affects the width of <WW distribution. The shift is applied as the change
of the degree of photon kinematics smearing in the simulation. The resulting distribution after
the shifting is compared with the nominal distribution in Fig. 7.3. The standard deviations of the
nominal and systematically varied <WW distributions are plotted as a function of <- in Fig. 7.4. The
maximum relative difference is regarded as the uncertainty of fCB.

• Photon-related efficiency uncertainty. This primarily affects the signal yield. The MC-to-data
correction scale factor of event weight is varied to consider this uncertainty.
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7 Systematic Uncertainty

Table 7.1: Summary of the non-negligible systematic uncertainty considered in this research.

Symbol Systematic uncertainty description Value

m$$ scale uncertainty

Xscale Photon energy scale ±0.1%

m$$ resolution uncertainty

Xfscale Photon energy scale +1.6
−2.1%

Xres Photon energy resolution +14.1
−4.8 %

XfPRW Pileup reweighting +2.1
−1.4%

Signal yield uncertainty

Xlumi Integrated luminosity ±2.4%
XID Photon identification efficiency +1.6

−1.5%
Xiso Photon isolation efficiency ±1.9%
XPRW Pileup reweighting +2.7

−2.6%
Xoptics Beam optics +0.8

−3.4%
Xglob AFP global alignment +10.0

−8.6 %
XYAFP Proton reconstruction efficiency +3.0

−2.2%
XNclust Required number of AFP clusters +0

−6.6%
Xsmear AFP track smearing +2.1

−1.5%
X0.1bWW Selection correction ±2.2%
Xsmodel Signal modeling linearity ±2.1%
XBG Background modeling (absolute uncertainty) Eq. 6.4

Signal efficiency uncertainty

XYEL EL signal efficiency Eq. 5.3
XYSD SD signal efficiency Eq. 5.4
XYDD DD signal efficiency Eq. 5.5

Signal cross section uncertainty

X(2EL EL signal soft survival factor ±2%
X(2SD SD signal soft survival factor ±10%
X(2DD DD signal soft survival factor ±50%

Signal model parameter uncertainty

XΔ<0,1 Signal model parameter ?Δ<0,1 (absolute uncertainty) Table 5.1
XfCB0,1 Signal model parameter ?fCB0,1 (absolute uncertainty) Table 5.1
XUL,R Signal model parameter ?UL,R (absolute uncertainty) Table 5.1
X=L,R Signal model parameter ?=L,R (absolute uncertainty) Table 5.1
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7.2 Proton object-related uncertainty
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Figure 7.1: Invariant mass distributions of the <- = 1000 GeV simulated signal after the selection obtained with
the nominal and systematically shifted photon energy scales.
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Figure 7.2: (a) The mean of the <WW distribution subtracted by <- as a function of <- for the signal samples after
the whole selection for the nominal and systematically shifted photon energy scales. (b) The relative difference of
the mean between the shifted sample and the nominal sample after the whole selection.

– Photon identification efficiency uncertainty XID (see Sec. 3.4).
– Photon isolation efficiency uncertainty Xiso (see Sec. 3.4).
– Photon trigger efficiency uncertainty [111] (see Sec. 3.1).

• Pileup reweighting described in Sec. 3.2. A shifting in the pileup reweighting of the simulation
is performed to cover the difference between the predicted and measured inelastic ?? cross sec-
tion [146]. This primarily affects the signal yield. The ` distribution derived from the data is shifted
by ±3% before reweighting the MC sample according to the distribution.

7.2 Proton object-related uncertainty

The proton object-related systematic uncertainty is described in this section. The position of the truth
proton is smeared to create an AFP track object in the nominal AFP simulation as described in Sec. 3.2.

101



7 Systematic Uncertainty

900 920 940 960 980 100010201040 106010801100
 [GeV]

γγ
Diphoton mass m

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

E
ve

nt
s 

/ 2
.0

 [G
eV

]
s = 13 TeV, 14.6 fb-1

Nominal
Syst UP
Syst DOWN

Figure 7.3: Invariant mass distributions of the <- = 1000 GeV simulated signal after the selection obtained with
nominal and systematically shifted photon energy resolutions.
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Figure 7.4: (a) The standard deviation of the <WW distribution as a function of <- for the signal samples after the
whole selection for the nominal and systematically shifted photon energy resolutions. (b) The relative difference of
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7.2 Proton object-related uncertainty

However, in tests for some systematic uncertainty sources, the simulation starts by creating cluster objects
(see Sec. 3.5) with similar smearing. In this section, such samples are referred to as the clustered MC
samples. The following systematic uncertainty sources are considered.

• Beam optics and beam angle uncertainty in the proton transport simulation (see Sec. 3.5). Fig. 7.5
shows the Δeffb distributions of the nominal and systematically shifted signal MC samples for the
1000 GeV ALP. Despite the significant shift, most signal events are selected because of the correction
term described in Sec. 4.4. Fig. 7.7 (a) shows that the beam optics systematic uncertainties are
below 5% for all the mass points.

• AFP alignment uncertainty.
– AFP global alignment uncertainty is 300 µm as described in Sec. 2.3.1. Fig. 7.6 shows the Δeffb

distributions of the nominal and systematically shifted signal MC samples for the 1000 GeV
ALP. Although the dominant source of the bAFP uncertainty described in Sec. 3.5 is the beam
optics uncertainty, the global alignment uncertainty becomes the dominant source of the signal
yield uncertainty, after applying the correction term in the event selection (see Sec. 4.4) as
shown in Fig. 7.7. Such a difference in behaviour from the beam optics uncertainty is due to
the correlation between the A-side and C-side, which can be found by comparing Figs. 4.11
and C.1. The global alignment variation shifts bA

AFP and bC
AFP towards the same direction,

changing the selection efficiency drastically at some particular ALP mass points.
– AFP local alignment uncertainty (see Sec. 2.3.1).
– Roman pot rotation uncertainty. The pots are rotated about the I-axis by 4 mrad to evaluate

the uncertainty.
• Proton reconstruction efficiency uncertainty.

– The nominal efficiency is 92 ± 2% as described in Sec. 3.5.
– Potential efficiency deterioration by showering from signal protons. The tag-and-probe mea-

surement of the nominal proton reconstruction efficiency might not be fully sensitive to such
effects. Therefore, the following three configurations in the proton reconstruction process are
conservatively tightened, and the decrease in the number of events is regarded as the showering
effect.

∗ The allowed transverse distance between AFP SiT clusters to reconstruct an AFP track is
decreased from the default of 500 µm to 400 µm. The clustered MC samples are used.

∗ The allowed transverse distance between tracks in the Near and Far stations to reconstruct
a proton is tightened from the default of 2 mm to 1 mm.

∗ The minimum required number of clusters to reconstruct an AFP track is increased from
the default of 2 to 3 for the data sample to quantify the decrease of proton reconstruction
efficiency as detailed in Appendix F. The derived value is used as the proton reconstruction
efficiency and applied for the shift as per the nominal efficiency uncertainty case.

• AFP track smearing uncertainty. A Gaussian width fG = 10 µm was used for smearing the truth
proton position to reconstruct a track. This reflects the spacial resolution of the AFP 3D-Si sensors.
However, the dilepton analysis [66] found that fG = 50 µm width provided reasonable modeling of
the signal for the selection criteria bAFP ∈ [0.035, 0.08] and |Δb | < 0.005. Thus, the configuration
is changed to fG = 50 µm to consider this as a source of the systematic uncertainty.1 Fig. 7.8 shows
that most signal events pass the matching selection Δeffb < 0.004 even after the shifting.

• Pileup proton overlay uncertainty. The nominal signal MC samples do not have pileup proton objects
even at the truth level because generating pileup events with reasonable uncertainty is difficult.

1This is because the origin of the protons is the same as the dilepton analysis in that they are photon-induced. Although
the true b distribution is different from the dilepton analysis, the fG = 50 µm is used because this systematic uncertainty is not
dominant even if the variation doubles.
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Figure 7.5: Δeffb distributions of the <- = 1000 GeV simulated signal before the selection obtained with nominal
and systematically varied beam optics configuration.
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Figure 7.6: Δeffb distributions of the <- = 1000 GeV simulated signal before the selection obtained with nominal
and systematically varied global alignment.

Therefore, the reconstruction probability of protons that should have failed to be reconstructed
due to the existence of pileup might not be fully considered in the nominal proton reconstruction
efficiency estimation. To consider this possibility, pileup effects on clustering and tracking results
are taken from the data, and the cluster and track objects are added to the nominal signal sample
and subsequently used in proton reconstruction to see the effect.

• Clustered MC uncertainty. The results of the nominal and clustered MC samples are compared.
• Selection correction uncertainty X0.1bWW . The potential failure of uncertainty evaluation due to the

difference of bWW and bAFP selection thresholds is mentioned in Sec. 4.4 and evaluated in Sec. D.

7.3 Fitting-related uncertainty

This section describes the systematic uncertainty originating from the function fittings.

• Signal model parameter uncertainty (see Table 5.1).
• Signal modeling linearity uncertainty Xsmodel. This is described in Sec. 5.1.1.
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Figure 7.7: The relative difference in the number of signal events between the shifted and nominal signal samples
after the whole selection. The upper and lower (a) beam optics and (b) global alignment systematic variations are
applied to the signal samples.
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Figure 7.8: Δeffb distributions of the <- = 1000 GeV simulated signal before the selection obtained with nominal
and systematically varied track smearing width in the AFP simulation.

• Background modeling uncertainty XBG. Eq. 6.4 is used as the absolute signal yield uncertainty
originating from background modeling.

• The potential bias of the s+b fitting is evaluated with a signal injection test, as shown for the case
without backgrounds in Sec. 5. Asimov samples are generated following the s+b function in Eq. 6.2.
In contrast to Sec. 6.4.2, the Asimov sample has only one event for each fine mass point, every 2 GeV,
but is weighted to follow the distribution function. The signal and background parameters for the
generation are set as determined in Sec. 5 and 6.1, except for #-, which is varied to test the linearity
of the fit result. The signal function parameters `CB, fCB, =L,R, and UL,R are fixed to distinguish the
sources of systematic uncertainties, while the other parameters are set to be variable when fitting.
The signal strength ` defined in Eq. 5.6 is compared between the input and out values in Fig. 7.9 for
each hypothetical ALP mass. The maximum relative difference from 1 is only Xsbfit = 0.006. Thus,
this kind of fitting uncertainty is neglected.
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(b) ALP mass 300 GeV
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(c) ALP mass 400 GeV
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(d) ALP mass 500 GeV
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(e) ALP mass 600 GeV
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(f) ALP mass 650 GeV
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(g) ALP mass 700 GeV
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(h) ALP mass 800 GeV
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(i) ALP mass 900 GeV
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(j) ALP mass 1000 GeV
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(k) ALP mass 1200 GeV
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Figure 7.9: The s+b signal injection test results. The input and output signal strengths are compared for each
hypothetical ALP mass. The error bars represent the statistical error for 14.6 fb−1.
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7.4 Theoretical uncertainty

7.4 Theoretical uncertainty

The dominant source of theoretical uncertainty of the ALP signal events is the uncertainty of the soft
survival factor (2 described in Sec. 3.2, estimated to be 2%, 10%, and 50% for the EL, SD, and DD signal
cross sections, respectively, and the other theoretical uncertainties, such as experimental uncertainty due
to structure function and higher order corrections, are found to be negligible compared to the soft survival
factor, concluded referring to Ref. [147]. The small uncertainty of EL (2 is due to its large ?? impact
parameter, resulting in small model variation of the soft QCD interaction [148]. The uncertainty of SD
and DD (2 are estimated in the evaluation of the short-distance component of (2 [149].
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8 Statistical Procedure and Results

In this section, a statistical model is built, and the search results and exclusion regions for the signal events
are presented through statistical tests. First, the statistical model, including the systematic uncertainty
effect, is constructed in Sec. 8.1 based on the maximum likelihood method. The effects of the systematic
uncertainty on the s+b fitting results are evaluated in Sec. 8.2. Then, statistical tests are performed using
dedicated test statistics. The search results and the 95% exclusion limits in the <-- 5 −1 plane are described
in Sec. 8.3 with the test methods. The 441 data events after the whole selection in <WW ∈ [150, 1600] GeV,
which is compatible with the prediction from the background sample, 429 ± 8 events, are used for the
tests.

8.1 Statistical model

The bare s+b function in Eq. 6.2 does not consider the effect of systematic uncertainty. Another statistical
model is constructed in this section to incorporate systematic uncertainty. The s+b function is rewritten
as

F
(
<WW;2-, <-, #b, a, )

)
= 5-

(
<WW; x- (<-, )CB)

)
· #-

(
2-;<-, )#-

)
+ 5b

(
<WW; a

)
· #b, (8.1)

where 5-, 5b, #-, and #b stand for the probability density function (PDF) and yield as concisely used in
Eq. 6.2, and a = {0, U0} denotes the background shape parameters. ) =

{
)CB, )#-

}
is a set of nuisance

parameters for systematic uncertainties, where

)CB =
{
\`CB0, \`CB1, \fCB0, \fCB1, \UL , \UR , \=L , \=R , \scale, )fCB

}
,

)fCB =
{
\: | : ∈ (fCB

}
,

(fCB = {fscale, res, fPRW, }

affect the signal model parameters, and

)#-
= {)1, )2, \BG} ,

) 8 = {\: | : ∈ (8} ,
(1 =

{
lumi, ID, iso, PRW, optics, glob, YAFP,Nclust, smear, 0.1bWW , smodel

}
,

(2 =
{
YEL, YSD, YDD, (2EL, (2SD, (2DD

}
affect signal yield.

The signal model 5- is the DSCB function (Eq. 5.1) as discussed in Sec. 5. The systematic uncertainty
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8 Statistical Procedure and Results

)CB of its parameters x- are considered in the fitting,1

x- (<-, )CB) =
{
`CB(<-, \`CB0,1), fCB(<-, \fCB0,1), UL,R(\UL,R), =L,R(\=L,R)

}
,

`CB(<-, \`CB0,1) =
[
<- +

(
?Δ<0 + XΔ<0\`CB0

)
+

(
?Δ<1 + XΔ<1\`CB1

)
<-

]
 scale (\scale) ,

fCB(<-, \fCB0,1) =
[ (
?fCB0 + XfCB0\fCB0

)
+

(
?fCB1 + XfCB1\fCB1

)
<-

] ∏
:∈(fCB

 : (\:),

UL,R(\UL,R) = ?UL,R + XUL,R\UL,R ,

=L,R(\=L,R) = ?=L,R + X=L,R\=L,R ,

where

 : (\:) =  
(
\: ; Xup

:
, Xdown

:

)
,

 

(
\; Xup, Xdown

)
=

[
A

(
\; Xup, Xdown

)] \
,

A

(
\; Xup, Xdown

)
=

{
1 + Xup, if \ > 0
1/(1 − Xdown), if \ < 0

. (8.2)

The subscripts up and down stand for the upper and lower uncertainty.  denotes a function characterizing
the effect of the systematic uncertainties, which are generally asymmetric. The expression of A is an
approximation ensuring that the modifications to the signal event yield for \ = ±1 correspond to the ±1f
variations used to define the uncertainties. The actual expression for A is interpolated smoothly between
the cases \ > 0 and \ < 0 using HistFactory [150] to avoid numerical problems at \ = 0.

The signal yield

#-

(
2-;<-, )#-

)
= !intf̂- (2-;<-, )2)

∏
:∈(1

 : (\:) + XBG(<-)\BG (8.3)

is characterized by signal cross sections

2- = {fEL, fSD, fDD} ,
f̂- (2-;<-, )2) =

∑
8∈{EL,SD,DD}

(
f8 (<-)Y8 (<-) Y8 (<-, \Y8) (28 (\(28)

)
,

f8 (<-) = `f8
std(<-),

where
 : (<-, \:) =  

(
\: ; Xup

:
(<-), Xdown

: (<-)
)
,

` is signal strength, and f8
std is described in Sec. 5.2.2.2

The background model 5b is the function of Eq. 6.1 as discussed in Sec. 6. Its parameters a = {0, U0} and
background yield #b are all treated as free parameters in the fit.

The overall likelihood, including extended and Gaussian constraint terms, is given by

!
(
`, .;<-,

{
<WW,8

})
= 4−(#-+#b )

[
"∏
8=1

F
(
<WW,8;2- (`), <-, #b, a, )

) ] ∏
o∈)

4−o2/2, (8.4)

1The correlation among the signal parameters is ignored because their systematic uncertainty has a negligible effect on the
results as described in Sec. 8.2.

2The correlation among the soft survival factors is found to be negligible. The test was performed using an additional
constraint, \(2EL = \(2SD = \(2DD, in the evaluation of the systematic uncertainty effects in Sec. 8.2. The difference in the
result from the nominal evaluation was negligible, so it was concluded that the presence or absence of the correlation does not
affect the results.
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8.2 Effects of systematic uncertainty

where . ≡ {#b, a, )}, " is the number of events in the dataset, and <WW,8 is the diphoton mass for a given
event 8. Unbinned fitting is performed for the statistical tests.

8.2 Effects of systematic uncertainty

The effect of each systematic uncertainty on the signal strength is evaluated using the background sample
with a similar size as the data represented in Fig. 6.4 (a). It can validate the method’s implementation
by comparing the results with the relative qualitative impact of each source of systematic uncertainty
expected from the statistical model in Sec 8.1 and the systematic uncertainty in Table 7.1. First, the s+b
fit using the likelihood in Eq. 8.4 is performed with all the parameters not fixed, called unconditional fit.
The set of the resulting value and error is referred to as pull for each nuisance parameter o ∈ ) . Then, the
following procedure is repeated for each o.

Starting from the resulting parameters of the unconditional fit, the s+b fit is performed again,
fixing o to the upper edge of the error bar of the pull and floating other parameters. The same
is performed for the lower edge of the error bar. The differences in the signal strength ` of the
two fits from the unconditional fit Δ` are regarded as the effect of the systematic uncertainty
corresponding to o.

Fig. 8.1 shows the pulls (lower panel) and effects (upper panel) of each nuisance parameter distinguished by
the horizontal axis. The results are obtained by the fits setting the hypothetical ALP mass as<- = 550 GeV
and 300 GeV. The systematic uncertainties are ranked according to the effects, and the source of the
systematic uncertainty corresponding to each rank is shown in Table 8.1 and Table 8.2, respectively.
The two mass points are in the mass ranges with locally concentrated events and no excess of events,
respectively. Fig. 8.2 compares the <WW distribution of the sample and the background-only fit (fixing
` = 0) result. The dominant systematic uncertainty for <- = 550 GeV is the AFP alignment systematics.
At the 300 GeV part without event excess, the rank of background modeling uncertainty, which is absolute
uncertainty (see Eq. 8.3), is increased, and the rank of the other signal yield uncertainties is decreased, as
expected. Asymmetric behaviours for some nuisance parameters such as the second bin in Fig. 8.1 (a) are
due to the asymmetric input systematic values listed in Table 7.1. Some systematic uncertainties show the
same sign of effects for both the upper and lower shifting tests. Two cases can cause such behaviour. The
first case is that the input systematic uncertainty is entirely one-sided, in which the interpolation algorithm
at \ = 0 in Eq. 8.2 the factor causes such a specific behaviour. The second case is that the systematic
uncertainty is a signal modeling parameter uncertainty corresponding to )CB. In this case, there is no need
for the effects to have different signs.

In many other analyses, the background distribution in the blinded kinematic region (see Sec. 4.4), referred
to as signal region (SR), is estimated using background MC samples, so the difference from the data is
measured in another region close to the SR, referred to as control region (CR), and reflected by adding
a constant term to o in Eq. 8.4. This is often expressed as “the auxiliary measurements constrain the
nuisance parameters”. In such cases, the pull information is used to quantify the level of the constraints.
However, since no CR is used in this analysis because the background distribution is determined in a fully
data-driven way, there is no such CR-originated constraint. The pulls in Fig. 8.1 are almost 0± 1 for all the
nuisance parameters, so it is confirmed before unblinding the SR that there is no significant constraint.

For <- = 550 GeV, the conditional fit result is ` = 0.683 ± 0.348. On the other hand, if all the
nuisance parameters are fixed, i.e. the bare function Eq. 6.2 is used, the result becomes 0.685 ± 0.337.
This error corresponds to the effect of statistical uncertainty, and the systematic uncertainty effect is√

0.3482 − 0.3372 ≈ 0.087. Thus, the statistical uncertainty dominates.
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Figure 8.1: The ranking plots created with hypothetical ALP mass (a) 550 GeV corresponding to the mass range
with events locally concentrated, and (b) 300 GeV corresponding to the range with almost no event, created using
the background sample represented in Fig. 6.4 (a). The nuisance parameters’ pulls and effects are displayed in
descending order rank corresponding to the horizontal axis starting from 1. The source of the systematic uncertainty
corresponding to each rank is listed in Table 8.1 for (a) and Table 8.2 for (b). A red (blue) bar shows the effect
evaluated by fixing the nuisance parameter to the upper (lower) edge of the error bar of the pull.
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Figure 8.2: Diphoton mass distribution of the pseudo-data background sample represented in Fig. 6.4 (a) and its
background-only fit result.
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8.2 Effects of systematic uncertainty

Table 8.1: Ranking of the effects of systematic uncertainty on the signal strength for hypothetical ALP mass 550 GeV.
The pseudo-data background sample represented in Fig. 6.4 (a) is used.

Rank Nuisance parameter Systematic uncertainty source

1 \glob AFP global alignment
2 \Nclust Required number of AFP clusters
3 \(2SD SD signal soft survival factor
4 \optics Beam optics
5 \YAFP Proton reconstruction efficiency
6 \PRW Pileup reweighting
7 \lumi Integrated luminosity
8 \YEL EL signal efficiency
9 \0.1bWW Selection correction
10 \smodel Signal modeling linearity
11 \smear AFP track smearing
12 \YSD SD signal efficiency
13 \iso Photon isolation efficiency
14 \BG Background modeling (absolute uncertainty)
15 \ID Photon identification efficiency
16 \(2EL EL signal soft survival factor
17 \res Photon energy resolution
18 \=R Signal model parameter ?=R (absolute uncertainty)
19 \(2DD DD signal soft survival factor
20 \YDD DD signal efficiency
21 \scale Photon energy scale
22 \UR Signal model parameter ?UR (absolute uncertainty)
23 \fscale Photon energy scale
24 \=L Signal model parameter ?=L (absolute uncertainty)
25 \UL Signal model parameter ?UL (absolute uncertainty)
26 \fCB0 Signal model parameter ?fCB0 (absolute uncertainty)
27 \fPRW Pileup reweighting
28 \fCB1 Signal model parameter ?fCB1 (absolute uncertainty)
29 \Δ<0 Signal model parameter ?Δ<0 (absolute uncertainty)
30 \Δ<1 Signal model parameter ?Δ<1 (absolute uncertainty)
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8 Statistical Procedure and Results

Table 8.2: Ranking of the effects of systematic uncertainty on the signal strength for hypothetical ALP mass 300 GeV.
The pseudo-data background sample represented in Fig. 6.4 (a) is used.

Rank Nuisance parameter Systematic uncertainty source

1 \scale Photon energy scale
2 \BG Background modeling (absolute uncertainty)
3 \res Photon energy resolution
4 \=R Signal model parameter ?=R (absolute uncertainty)
5 \Δ<0 Signal model parameter ?Δ<0 (absolute uncertainty)
6 \glob AFP global alignment
7 \Δ<1 Signal model parameter ?Δ<1 (absolute uncertainty)
8 \fCB0 Signal model parameter ?fCB0 (absolute uncertainty)
9 \fscale Photon energy scale
10 \UR Signal model parameter ?UR (absolute uncertainty)
11 \Nclust Required number of AFP clusters
12 \(2SD SD signal soft survival factor
13 \YAFP Proton reconstruction efficiency
14 \fPRW Pileup reweighting
15 \YEL EL signal efficiency
16 \PRW Pileup reweighting
17 \fCB1 Signal model parameter ?fCB1 (absolute uncertainty)
18 \lumi Integrated luminosity
19 \0.1bWW Selection correction
20 \smear AFP track smearing
21 \smodel Signal modeling linearity
22 \iso Photon isolation efficiency
23 \YSD SD signal efficiency
24 \ID Photon identification efficiency
25 \UL Signal model parameter ?UL (absolute uncertainty)
26 \(2EL EL signal soft survival factor
27 \=L Signal model parameter ?=L (absolute uncertainty)
28 \optics Beam optics
29 \(2DD DD signal soft survival factor
30 \YDD DD signal efficiency
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Figure 8.3: Fit results to the unblinded data. (a) Background-only fit result with the data distribution. (b) Uncondi-
tional fit results ˆ̀ as a function of <-.

8.3 Statistical tests and results

In this section, statistical tests are performed using the unblinded data to search for a BSM resonance and
set the exclusion limits using the likelihood in Eq. 8.4, abbreviated as

! (`, .) ≡ !
(
`, .;<-,

{
<WW,8

})
,

for each hypothetical ALP mass <-. The signal strength ` is called the parameter of interest (POI) to
distinguish it from the other parameters . and is used to define the hypothesis. To define the test statistics,
the profile likelihood ratio [151] for the hypothetical signal strength `hypo is defined as

_(`hypo) =
!

(
`hypo, ˆ̂.(`hypo)

)
! ( ˆ̀, .̂) ,

where ˆ̀ and .̂ are the maximum-likelihood estimators (MLEs) of the unconditional fit, and ˆ̂.(`hypo) is
the MLEs for the conditional fit fixing the signal strength as `hypo. Fig. 8.3 shows the <WW distribution of
the data, in comparison to its background-only fit result (fixing ` = 0), and the resulting signal strength of
the unconditional fit for each <-.3

The test statistics used in Sec. 8.3.1 and 8.3.2 are based on a statistic

C`hypo = −2 ln_(`hypo).

It follows the j2 distribution if the true signal strength `true = `hypo or noncentral j2 distribution if
`true ≠ `hypo. This leads to the use of so-called asymptotic formulae [151] instead of toy MC samples
with a large number of events to obtain the distributions of the test statistics. Thus, the test statistics
based on C`hypo have been conventionally used in the ATLAS collaboration. However, in this research, the
asymptotic formulae are not used for the nominal results because it is not valid for the number of data

3The fit result becomes unstable in a higher mass range, especially above 1000 GeV. This is because there are local mass
ranges with no event. The fits are judged to be converged if events with extremely small weights are added every 1 GeV to
the sample. However, the fit results are still unstable because the fit result converges not on a differentiable minimum but on
a non-smooth point due to the artificial modification of the likelihood to prevent negative PDF. Still, this means the unstable
behaviour is seen when ˆ̀ < 0, and there is no problem because the test statistic does not use the unconditional fit result when
ˆ̀ < 0.
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Figure 8.4: Test results for null hypothesis ` = 0 using the unblinded data as functions of <-. (a) ?-value ?0.
(b) Significance /0.

events corresponding to 14.6 fb−1, although the results using the asymptotic formulae are in Appendix G
for comparison. Instead, a primitive method is used in which the toy MC samples normalized to 14.6 fb−1

are generated based on the statistical model described in Sec. 8.1 to create the distributions of the test
statistics assuming the null hypotheses.

8.3.1 Significance

For the search for a BSM resonance, the null hypothesis `hypo = 0 is used. The test statistic is defined as

@0 =

{
C0 ˆ̀ ≥ 0
0 ˆ̀ < 0 .

@0 is set as 0 when ˆ̀ < 0 because the negative signal strength is not physical when searching for a BSM
resonant contribution. 1000 toy MC samples were made to create the distribution following the PDF
5 (@0 | 0), where 5 (@0 | `true) is the conditional PDF of @0 under the condition ` = `true.

Then, the ?-value ?0 and significance /0 are calculated as

?0 =

∫ ∞

@0

5
(
@′0 | 0

)
d@′0,

/0 = Φ−1 (1 − ?0) ,

for each <- corresponding to the toy MC samples, where

Φ(G) ≡ 1
2

(
1 + erf

G
√

2

)
is the cumulative distribution function of the normalized Gaussian distribution. Fig. 8.4 shows the results
as functions of hypothetical ALP mass <-. No excess of significance from 3 is observed, meaning no
evidence of a BSM resonance. The maximum observed significance is 2.51 at <- = 454 GeV. Fig. G.1
shows the results using the asymptotic formulae for comparison. Fig. 8.5 shows the ranking plot created
by the same method as in Sec. 8.2, tested at <- = 454 GeV.

The local significance of 2.51 is relatively large. Still, the look-elsewhere effect (LEE) [152, 153],
considering that many trials increase the probability of a low-probability event occurring, should also be
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8.3 Statistical tests and results

Table 8.3: Ranking of the effects of systematic uncertainty on the signal strength for hypothetical ALP mass 454 GeV.
The unblinded data is used.

Rank Nuisance parameter Systematic uncertainty source

1 \glob AFP global alignment
2 \Nclust Required number of AFP clusters
3 \(2SD SD signal soft survival factor
4 \optics Beam optics
5 \=R Signal model parameter ?=R (absolute uncertainty)
6 \YEL EL signal efficiency
7 \PRW Pileup reweighting
8 \lumi Integrated luminosity
9 \YAFP Proton reconstruction efficiency
10 \BG Background modeling (absolute uncertainty)
11 \0.1bWW Selection correction
12 \smodel Signal modeling linearity
13 \iso Photon isolation efficiency
14 \YSD SD signal efficiency
15 \smear AFP track smearing
16 \ID Photon identification efficiency
17 \scale Photon energy scale
18 \UR Signal model parameter ?UR (absolute uncertainty)
19 \(2EL EL signal soft survival factor
20 \res Photon energy resolution
21 \(2DD DD signal soft survival factor
22 \YDD DD signal efficiency
23 \Δ<0 Signal model parameter ?Δ<0 (absolute uncertainty)
24 \Δ<1 Signal model parameter ?Δ<1 (absolute uncertainty)
25 \fPRW Pileup reweighting
26 \fCB0 Signal model parameter ?fCB0 (absolute uncertainty)
27 \fscale Photon energy scale
28 \fCB1 Signal model parameter ?fCB1 (absolute uncertainty)
29 \UL Signal model parameter ?UL (absolute uncertainty)
30 \=L Signal model parameter ?=L (absolute uncertainty)
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Figure 8.5: The ranking plot created with a hypothetical ALP mass of 454 GeV. The nuisance parameters’ pulls
and effects are displayed in descending order rank corresponding to the horizontal axis starting from 1. The source
of the systematic uncertainty corresponding to each rank is listed in Table 8.3. A red (blue) bar shows the effect
evaluated by fixing the nuisance parameter to the upper (lower) edge of the error bar of the pull.

large in this case. This is because the <WW resonance peak of the expected signal events is very narrow
compared to the mass range where the BSM resonance is searched, and many hypothetical <- are tested.
The statistical significance of the maximum local deviation is evaluated as follows.4 The maximum @0
with respect to <-, @0,max, is calculated for each toy MC sample and filled into a histogram to create the
distribution following the PDF of @0,max under the condition that ` = 0 for any <-, 5max

(
@0,max

)
. Then,

using the observed @0,max in the data, @0,max = 6.03, the global ?-value ?glob and global significance /glob
are calculated as

?glob =

∫ ∞

@0,max

5

(
@′0,max

)
d@′0,max,

/glob = Φ−1 (
1 − ?glob

)
.

Fig. 8.6 shows the 5max
(
@0,max

)
and the observed @0,max. The observed @0,max is found to be smaller than

the median of the distribution, so it is concluded that the data <WW distribution is consistent with the
background-only hypothesis.

8.3.2 Exclusion limits

To make the exclusion limits in the <-- 5 −1 plane, null hypotheses,

`hypo ∈ {0.10, 0.20, 0.40, 0.70, 1.00, 1.50, 2.00, 3.00, 4.00, 5.00, 6.20, 7.40, 8.70, 9.99} , (8.5)

4The procedure is the same as the one used in Ref. [154], although the process is documented only internally.
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Figure 8.6: The PDF 5max
(
@0,max

)
(red) and the observed @0,max = 6.03 (blue). The ?-value is ?glob = 0.56.

are tested using the test statistic

@̃`hypo =


−2 ln

!

(
`hypo, ˆ̂.(`hypo)

)
!

(
0, ˆ̂.(0)

) ˆ̀ < 0

C`hypo 0 ≤ ˆ̀ ≤ `hypo

0 ˆ̀ > `hypo

.

If ˆ̀ < 0, the unconditional fit is replaced by the conditional fit assuming ` = 0, while if ˆ̀ > `hypo, the
test statistic is set as 0 because this case is not worth considering in the context of rejecting the hypothesis
that there is a BSM contribution (`hypo > 0). Each null hypothesis is tested for each hypothetical <-.

To derive the observed exclusion limits, 1000 toy MC samples were made every 4 GeV of the hypothetical
ALP mass <- to create a distribution following the PDF 6(@̃`hypo | `hypo), where 6(@̃`hypo | `true) is the
conditional PDF of @̃`hypo under the condition ` = `true. In addition, the same number of samples were
made with the same interval to create a distribution following the PDF 6(@̃`hypo | 0), which corresponds to
the alternative hypothesis. Then,

CLs =

∫ ∞

@̃`hypo

6

(
@̃′`hypo

| `hypo

)
d@̃′`hypo∫ ∞

@̃`hypo

6

(
@̃′`hypo

| 0
)

d@̃′`hypo

is used for the tests rather than the ?-value to prevent non-physical results [155, 156]. The root of an
equation of `hypo, CLs = 0.05, is regarded as the observed 95% upper limits `95(obs.) of signal strength `.
The solid black line in Fig. 8.7 represents the results.

The observed limits are roughly within the 2f confidence intervals centered on the expected limits, which
are calculated only from the nominal statistical model. To derive the expected limits, as in the case of
the observed limits, 10000 toy samples were made every 40 GeV to create a distribution following the
PDF 6(@̃`hypo | `hypo), and the same number of samples with the same interval were made to a distribution
following the PDF 6(@̃`hypo | 0). Then, the CLs value is calculated for each pair of the samples to create
the distribution of CLs with 10000 entries for each `hypo and <-. The median, Φ(±1)-quantiles, and
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Figure 8.7: The expected and observed upper limits of signal strength ` at 95% confidence level as functions of
hypothetical ALP mass <-. The 1f and 2f confidence intervals are also illustrated by the colorized bands.

Φ(±2)-quantiles of the distribution are recorded, and they are denoted CLs, CL±1f
s , and CL±2f

s . The
equations of `hypo,

CLs = 0.05,
CL∓1f

s = 0.05,
CL∓2f

s = 0.05,

are solved to obtain `95(exp.) , `±1f
95(exp.) , and `±2f

95(exp.) , corresponding to the expected limit, its 1f confidence
interval, and 2f confidence interval, respectively. The dashed line and the colorized bands in Fig. 8.7
represent them.

A sharp downward swing around 200 GeV extends far beyond the 2f band, but this is due to the difference
in the number of samples created for the observed and expected limits. If the same number of samples
is used, the relation between the band and observed limits looks more reasonable, as found comparing
Figs. 8.9 and A.5. The step of the lower edge of the 2f band around 650 GeV is caused by the small
number of `hypo points (see Eq. 8.5) and the imprecise interpolation of `hypo dependencies in CLs.

The upper limits `95 are converted to the limits of signal yield #- and cross section f- as

#95 = `95#std,

f95 = `95fstd,

where #std and fstd are defined in Sec. 5.2.2, and

f- =
∑

8∈{EL,SD,DD}
f8 .

Fig. 8.8 shows these results. Furthermore, according to Eq. 1.4, the limits of the ALP coupling constant
5 −1 are calculated as

5 −1
95 =

√
`95 5

−1
std ,

assuming the ALP’s branching ratio to two photons is 100%. 5 −1
std = 0.05 TeV−1 is the specified coupling

constant when generating the signal MC samples. Fig. 8.9 shows the results. The ALP natural width

120



8.3 Statistical tests and results

200 400 600 800 1000 1200 1400

10

210

S
ig

na
l y

ie
ld

s = 13 TeV, 14.6 fb-1

Observed

Expected

Expected ± 1 σ

Expected ± 2 σ

 [GeV]Xm

(a) Signal yield limits

200 400 600 800 1000 1200 1400

1

10

210

 [f
b]

Xσ
C

ro
ss

 s
ec

tio
n 

s = 13 TeV, 14.6 fb-1

Observed

Expected

Expected ± 1 σ

Expected ± 2 σ

 [GeV]Xm

(b) Cross section limits

Figure 8.8: The expected and observed upper limits of (a) signal yield #- and (b) signal cross section f- at 95%
confidence level as functions of hypothetical ALP mass <-. The 1f and 2f confidence intervals are also illustrated
by the colorized bands.
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Figure 8.9: The expected and observed upper limits of the ALP coupling constant 5 −1 at 95% confidence level as
functions of hypothetical ALP mass <-. The 1f and 2f confidence intervals are also illustrated by the colorized
bands. Contours of the ALP natural width Γ expressed in Eq. 1.2 are illustrated by the smooth blue solid lines.

is Γ = 1 GeV for <- ≈ 1400 GeV and Γ = 3 GeV for <- ≈ 1600 GeV. Such widths are small enough
to be ignored because the detector resolution dominates them. The exclusion of a coupling constant
5 −1 much larger than the illustrated Γ contours is not justified in this research because the narrow-width
approximation in the signal modeling does not hold. Fig. G.2 and G.3 show the results using the asymptotic
formulae for comparison, although these are only for the expected limits.5

5This is because f ˆ̀ cannot be calculated when the signal strength ˆ̀ is negative due to the instability of the unconditional fit
(see Appendix G).
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9 Discussion and Conclusion

This work is one of the first analyses to correlate information from the forward proton detectors in terms
of the kinematics with the central detector in collider experiments at the energy frontier, serving as a
demonstration of the proton tagging for background rejection in a search for a BSM particle. In this section,
the results are compared with the previous research. Then, the prospect is described while showing the
significance of this work. Finally, this research is concluded.

9.1 Comparison with previous research

The limits of the coupling constant in Fig. 8.9 can be compared with the CMS-TOTEM results [74] in
Fig. 1.9. Fig. 9.1 shows the comparison of the expected limits. The upper limits exceed the CMS results
for <- < 700 GeV and <- > 1100 GeV. One reason for this difference is the set operation in the event
selection. This research uses the OR selection, while the CMS-TOTEM uses the AND selection. The
signal efficiency of the analyses is qualitatively the same as Fig. 4.19, so the CMS-TOTEM analysis has
sensitivity in a limited mass range, while this analysis is sensitive in a wider range. In addition, this research
generally has more stringent limits considering the difference of the integrated luminosity, 14.6 fb−1 for
this research and 102.7 fb−1 for the CMS-TOTEM analysis. One reason for such higher sensitivity is that
this research performs the resonance search with unbinned fits making use of the narrowness of the <WW

distribution, while the CMS-TOTEM just performs the counting experiment with a single bin.
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Figure 9.1: The comparison of the expected exclusion limits of ALP coupling constant 5 −1 from the CMS-TOTEM
analysis results [74].
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9 Discussion and Conclusion

9.2 Prospect

9.2.1 Experimental setup

The physics data-taking of the LHC has been restarted with
√
B = 13.6 TeV in 2022 (Run 3). The Run 3 is

planned to operate until 2025 to collect the data with up to 300 fb−1, which is about 20 times higher than
the integrated luminosity used in this research. This reduces the statistical uncertainty that was dominant
in this research to about 1/

√
20 times. There is no significant change in the instantaneous luminosity, and

the luminosity leveling [157], an operation that dynamically adjusts the V-function during the run, has
been introduced. Thus, the combinatorial background rate is comparable to this research. Furthermore,
high-luminosity LHC (HL-LHC) experiment is planned to take place using the LHC from 2029. In
HL-LHC, the data-taking is expected to perform at

√
B = 14 TeV to collect up to 4000 fb−1 of integrated

luminosity with the instantaneous luminosity of 5 × 1034 cm2s−1.

Higher instantaneous luminosity means more pileup events and a concomitant increase in trigger rate.
However, the trigger rate is limited due to finite storage capacity. Therefore, the ATLAS collaboration
renovates the detector and trigger system in the Phase-I upgrade before Run 3 and Phase-II upgrade before
HL-LHC to cope with the high luminosity of HL-LHC. For example, the EM calorimeter has a new
trigger readout system in the Phase-I upgrade. The higher granularity of the cell division for the trigger
readout was realized to improve the object identification in the triggers. The author has been engaged in
the performance evaluation and calibration of this EM trigger readout system [158–160].

The AFP ToF detectors have been reinstalled to take the correct data this time. Furthermore, a plan to
install new AFP SiT detectors in different positions from the SiTs used in Run 2 is being discussed for
HL-LHC. The CMS-TOTEM is also planning to increase the PPS stations.

9.2.2 Event selection

This research has a lot of room for optimization of the event selection conditions. Since this research
is the first search for new particles using AFP, the event selection was not aggressively optimized while
the establishment of the background estimation etc., has been focused. Especially, the correction 0.1bWW
deteriorates the sensitivity. This was introduced considering the large beam optics uncertainty, but it
is expected to be overestimated. For example, the Δb distribution of the dilepton analysis for bAFP ∈
[0.02, 0.12] in Fig. 2.17 is as narrow as 0.002. But it does not realize unless bAFP = 0.02 for all protons, as
long as the beam optics uncertainty of bAFP is 10%. Thus, this uncertainty is just initial and preliminarily
and is being improved.

The acoplanarity selection can also be improved. Since the SD and DD signal samples were generated
very late, as described in Sec. 3.2, the selection optimization carries over to the subsequent analysis.

The OR selection has the advantage of covering a wide mass range than the AND selection, but the
AND selection contributes very strongly to background reduction and becomes valuable as the integrated
luminosity increases. Then, it is conceivable to combine the AND and XOR selection results, which are
mutually exclusive, to increase the sensitivity compared to the OR selection. Moreover, it is also possible
to combine such results and the usual high-mass diphoton resonance search with results imposing the
NOR condition on bWW to the latter. An initial study was performed in Ref. [161], and this approach is
promising.

The primary vertex information can also be used for the event selection. For example, one can use the
information about the number of high-energy tracks around the primary vertex or the tracks’ [ for the
event selection. Furthermore, as the primary vertex of an EL signal event where both two photons are
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FIG. 8. Exclusive pair-production of W boson pairs via photon–photon fusion in the `⌫`⌫ final
state.

Figure 9.2: Feynman diagram of the event WW → j̃0
1ℓ j̃

0
1ℓ in the ?? collisions [162].

unconverted cannot be selected correctly as described in Sec. 3.3, it could be efficient to use the primary
vertex reconstructed by the non-pointing or calo-vertexing mentioned in the same section can be used
for the dedicated selection in combination with the photon pointing. In addition, the vertex position
information from the AFP ToF detectors can also be used. To select events, one can compare the primary
vertex position with the ToF vertex information. But this is feasible basically only when using the AND
selection condition because the ToF vertexing needs protons on both A and C-sides.

9.2.3 Other analyses using the AFP detectors

AFP detectors are suited for analyses whose sensitivity has been limited by pileup and underlying events.
Possible dark matter search using the AFP detectors is described in Refs. [162, 163]. It targets mildly
compressed slepton ;̃ and neutralino dark matter j̃0

1 . Fig. 9.2 shows the Feynman diagram of the signal
event. The primary strategy is to constrain the kinematics using the relation,

,2
miss = ?

2
miss,

?miss = ?W1 + ?W2 − ?ℓ1 − ?ℓ2,(
?W1 + ?W2

)2
= <2

WW =
√
Bb1b2,

where,miss and ?miss are the mass and 4-momentum of the invisible 2j̃0
1 system, ?G8 is the 4-momentum

of the 8-th particle G, and the last relation uses Eq. 4.2. Ref. [162] expects good sensitivity with 100 fb−1

of luminosity, but Ref. [163] expects it is barely sensitive even with 300 fb−1. The former focuses on the
photon-initiated diboson production (WW → ,,) [164] as the background, while the latter determines the
dominant backgrounds to be the SD dilepton events (see Fig. 1.8) and pileup events. However, the AFP
ToF detectors are not considered in these evaluations. If the ToF is used, the ToF vertex is matched to the
primary vertex reconstructed by the ATLAS detector responses, and the pileup background is reduced
roughly by a factor of 10. This is the same as the matching selection in this research in that it requires
consistency between the ATLAS detector information and the AFPs information. Thus, the multiple
assignment procedure for the background sample creation described in Sec. 6.1 could be applied to model
background. The difference from this research is that the matching is not performed for each side.

As exemplified above, there is a lot of possible application of the methodology developed in this research
to BSM searches using AFP. On the other hand, the AFP can also be used to identify the event type when
an excess from SM is observed in another BSM search not using the AFP. If the signal event is photon
initiated, the event can have associated forward protons and possibly fewer tracks around the primary
vertex. Therefore, information such as bAFP, ToF vertex position, and track multiplicity can be used to see
if the excess originates from photon-induced events.
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9.3 Conclusion

A diphoton resonance search has been performed using the ATLAS and AFP detectors with the 14.6 fb−1

data of the LHC ?? collisions in 2017 at
√
B = 13 TeV. A diphoton trigger was used, and the photons

were required to have high transverse momentum and to be back-to-back in the G-H plane. In the signal
event, photons originating from the beam protons scatter with each other, mediated by an ALP. Thus, this
research is also a light-by-light scattering search. The protons remain intact or dissociate. Intact protons
that lose roughly 2% to 10% of their energy in the event are detected by AFP, and their fractional energy
loss b are measured. The b is measured from the diphoton system as well, and the difference between the
two b values is used for the event selection to reduce the background events.

The search was performed with statistical tests on the diphoton mass distributions of the samples. The
target mass range is [150, 1600] GeV. The signal and background PDFs are modelled to fit them into the
samples. The signal modeling was performed using the signal MC samples generated by SuperChic. The
DSCB function was used to model the resonant peak, and each parameter was determined with systematic
uncertainty by interpolating the fit results to the MC samples. The background modeling was performed
in a fully data-driven manner. The dominant source of background is the coincident matching between the
diphoton object and protons from diffractive pileup events. The background sample was made from the
data reassigning the proton sets to diphoton from the other events. It is used to model the background
and evaluate the systematic uncertainty of the modeling. Background events other than the combinatorial
background are found to be negligible.

Various systematic uncertainties were studied. The AFP global alignment is the source of the dominant
systematic uncertainty of signal yield of a resonant peak. Most of the uncertainty in b measured by AFP
is due to a lack of knowledge about the magnetic fields between the ATLAS detector and the AFPs, and
a correction was made to the event selection conditions to suppress this effect. Statistical uncertainty is
finally found to be the dominant source of total uncertainty.

The results were expressed as the significance and exclusion limits. The statistical tests were performed
for each hypothetical ALP mass point <-. The maximum observed local significance was 2.51 at
<- = 454 GeV, and there was no excess from the standard model. The exclusion limits were set for the
signal yield, signal cross section, and ALP coupling constant with two photons assuming the branching
ratio is 100%. The observed upper limits of the coupling constant were about 0.04 TeV−1 in the mass range
<- = 200 to 1000 GeV. The limits are compared with the previous research where both outgoing protons
are required to match with the diphoton kinematics. This research has more sensitivity in a wider range
than the previous research because requiring at least one proton matching extends the mass range with
high acceptance. Moreover, the statistical modeling specialized in diphoton resonance search makes use of
the narrow-width of the resonant <WW peak and enhances the sensitivity. This research is the first analysis
specialized for BSM search using the AFP. There is a lot of possibility of optimizing event selection
criteria for future analysis with higher integrated luminosity and applying the methodology developed in
this research to other analyses.
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A Auxiliary plots

Auxiliary plots are collected in this appendix. Detailed plots not covered in each section are shown below.
Each plot is referenced in each section.
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Figure A.1: The distribution of ?T difference between the detector level two photons relative to the leading photon’s
?T in the data before the acoplanarity selection.
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Figure A.2: The distribution of ?T difference between the detector level two photons relative to the leading photon’s
?T in the signal MC samples before the acoplanarity selection.

127



A Auxiliary plots
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Figure A.3: <WW dependency of the bWW cut efficiency derived from the data for the OR condition dividing the <WW

distribution after the bWW cut by the distribution just after the acoplanarity cut.
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Figure A.4: (a) <WW dependency of the matching selection efficiency derived from the data for the OR condition
dividing the <WW distribution after the matching by the distribution just after the bWW cut. (b) <WW dependency of the
overall selection efficiency derived from the data and the multi-shifted data for the OR condition dividing the <WW

distribution after the matching by the distribution just after the acoplanarity cut.
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Figure A.5: The expected and observed upper limits of the ALP coupling constant 5 −1 at 95% confidence level as
functions of hypothetical ALP mass <-. The 1f and 2f confidence intervals are also illustrated by the colorized
bands. The bands are made from 1000 toy MC samples generated for each `hypo and <-.
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B Auxiliary tables

Auxiliary tables are collected in this appendix. Detailed tables not covered in each section are shown
below. Each table is referenced in each section.

Table B.1: Pythia configuration for single-vertex background estimation.

Parameter Process
SD → WW SD → 9 9 ND → 9 9

Beams:eCM 13000. 13000. 13000.
Diffraction:doHard on on on
Diffraction:sampleType 4 4 4
PhaseSpace:pTHatMin 40. 40. 40.
PhaseSpace:mHatMin 130. 130. 130.
PromptPhoton:ffbar2gammagamma on
PromptPhoton:gg2gammagamma on
SigmaDiffractive:PomFlux 1 1
PDF:PomSet 4 4
HardQCD:all on on

Table B.2: Background efficiency model parameters.

? @

8 = 0 295 16.9
8 = 1 −41.7 14.4
8 = 2 −8.76 0.0347
8 = 3 4.54 2.92
8 = 4 −0.593 0.00404
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C Systematic variations of �/ distribution

The global alignment uncertainty affects the signal yield by shifting the Δb distributions. Fig. C.1 shows
the Δb± distributions of the signal events where the global alignment configuration in the simulation is
redefined as the nominal value added or subtracted by its uncertainty. The distributions represent the
nominal case, upper-shifted case, and lower-shifted case.

The AFP track smearing uncertainty described in Sec 7.2 also affects the signal yield by changing the
width of the Δb distributions. Fig. C.2 shows the Δb± distributions of the signal events where the AFP
track smearing configuration in the simulation is redefined as the nominal value added or subtracted by its
uncertainty. The nominal case and the systematically variated case are compared.
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Figure C.1: Δb distributions of the <- = 1000 GeV simulated signal obtained with nominal and systematically
varied global alignment parameters. The distributions are normalized by the integrals.
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Figure C.2: Δb distributions of the <- = 1000 GeV simulated signal obtained with nominal and systematically
varied AFP track smearing configurations in the AFP simulation. The distributions are normalized by the integrals.
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D Loose /$$ cut effect evaluation

For the signal event simulation, the bAFP resolution for a given true b originates from some modeling of
the AFP resolution and uncertainty. However, the tail of the distribution may not actually follow the model
primarily constructed using Gaussian distributions. The bWW selection is set looser than the bAFP selection
as described in Sec. 4. This can cause the situation that the non-negligible number of events are selected
at the tail of bAFP distribution, considering the events where bWW is outside of the bAFP selection range but
inside the bWW selection range. Fig. D.1 shows such a situation. Such events at the tail of bAFP distribution
are possible not to be modelled well. That is, the evaluated systematic uncertainty could be incorrect for
the events. Therefore, additional systematic uncertainty is needed to take this situation into account.

D.1 Proton energy loss fraction resolution

Suppose the bWW resolution is much worse than the bAFP resolution. In that case, the additional systematic
uncertainty does not need to be set because the well-modelled photon kinematics uncertainty dominates
the Δb uncertainty. The bWW and bAFP resolutions are investigated for each ALP mass. Fig. D.2 and D.3
shows the distributions of relative difference of reconstructed bWW and bAFP from the true values. The
bAFP resolution is better than the bWW resolution for the nominal case. However, since the difference is not
tremendous, the situation of interest cannot be naively ignored.

D.2 Threshold changing test

The signal MC samples for the nominal and systematically varied cases are used to compare the number
of events remaining when the entire selection is applied for each of the nominal bWW selection and the bWW
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Figure D.1: bAFP distributions for events where bWW is outside of the bAFP selection range but inside the bWW selection
range. The green parts show the events which are selected by the matching criteria.
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Figure D.2: Distributions of the relative difference of reconstructed (a) bWW and (b) bAFP from the truth values
evaluated using the 200 GeV ALP signal MC sample.
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Figure D.3: Distributions of the relative difference of reconstructed (a) bWW and (b) bAFP from the truth values
evaluated using the 1400 GeV ALP signal MC sample.

selection with the same condition as the G8AFP selection. The latter has fewer events left, and its selection
range [0.035, 0.08] is regarded as the safe range in which the uncertainty modeling is correct, as assumed
in the dilepton analysis [66]. The difference in the number of events between the two cases is regarded as
the event loss in case the bWW selection is tightened and interpreted as the number of events where the bAFP
may be mismodelled. For each ALP mass <-, the event loss fractions are shown in Fig. D.4.

Only 2.2% of all events are possible to be mismodelled in terms of the bAFP distribution when considering
only the nominal case. The 2.2% events may not have a reliable systematic uncertainty. It can be naturally
assumed that it is conservative enough if the signal yield uncertainty of such events is evaluated as 100%.
That is, the nominal bWW selection described in Sec. 4.2 can be used, and 2.2% of the signal yield uncertainty
should be considered.

Although the event loss fractions of the samples with some systematic variations are larger than the nominal
case, they should not be considered as the uncertainty originating from the difference of the selection range
between the nominal bWW selection and bAFP selection. For example, when the systematic variation for the
track smearing configuration is applied, the bAFP distribution becomes more expansive, and the matching
range tends to select a part of the distribution closer to its center. Therefore, even if the number of failed
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Figure D.4: Event loss fractions when changing the bWW selection from the nominal one to the condition identical to
the bAFP selection. Samples with systematic variations (see Sec. 7) are also tested.
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Figure D.5: bAFP distributions for events where bWW is outside of the bAFP selection range but inside the bWW selection
range. The green parts show the events which are selected by the matching criteria.

events increases by the selection threshold change, it only means that the number of events with better
bAFP modeling increases. Fig. D.5 shows such a situation. In the other case, when the systematic variation
for AFP global alignment or the beam optics configuration is applied, the bAFP distribution is shifted. The
number of failed events increases only when the peak is systematically shifted towards the bAFP selection
range. Fig. D.6 shows such a situation. The core of the distribution is more likely to be selected than
the nominal problematic case, so even if the number of failed events increases by the selection threshold
change, it only means that the number of events with better bAFP modeling increases.
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Figure D.6: bAFP distributions for events where bWW is outside of the bAFP selection range but inside the bWW selection
range. The green parts show the events which are selected by the matching criteria.
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E Luminosity dependency of combinatorial
background

The event selection efficiency after the diphoton selection depends on the number of interactions per BC `

as described in Sec. 6.1. In addition, the selection efficiency differs depending on diphoton kinematics
because the matching uses the diphoton information. The efficiency of the selection requiring only
A(C)-side matching is modelled as

YA,C(`, b±WW) = 1 −
(
1 − YA,C(1, b±WW)

)`
≈ `YA,C(1, b±WW),

where YA,C(1, b±WW) is the efficiency per ?? collision depending only on the diphoton kinematics. The
matching efficiency is low enough for the approximation to hold. Using them, the OR selection efficiency
can be written as

YOR(`, b±WW) = YA(`, b±WW) + YC(`, b±WW) − YAND(`, b±WW),

where YAND(`, b±WW) is the AND selection efficiency. If YAND(`, b±WW) is negligible, YOR(`, b±WW) can
be regarded to be proportional to `. The event weight ' ≡ `WW/`? discussed in Sec. 6.1 uses this
approximation.

In general, as ` increases, the proportionality breaks down. YOR(`, b±WW) is convex upward and mono-
tonically increases with respect to `. Using the fact that it converges to 1 when ` → ∞, the uncertainty
of the event weight is calculated. Fig. E.1 shows YOR(`) for a diphoton in case the efficiency is not
proportional to `. `low and `high are min{`WW , `?} and max{`WW , `?}, respectively. The left (a) case
is that the efficiency saturates for both `WW and `?. The lengths of blue and red lines, in this case, are
X/`high and X/`low, respectively, where X = `high − `low. The more general case (b) is that the efficiency is
between the proportionality and saturation for `WW and `?. The lengths of blue and red lines, in this case,
are YlowX/`high and YlowX/`low, respectively, where Ylow = YOR(`low). Since Ylow < 1, the systematic
deviation is maximum in case of (a). Therefore, if `? ≥ `WW , the event weight has

X

`high
= 1 − '

of upper uncertainty. On the other hand, if `? < `WW , the event weight has

X

`low
= ' − 1

of lower uncertainty. Thus, the event weight with the systematic uncertainty is '+(1−')
−0 for ' ≤ 1 and

'+0
−('−1) for ' > 1. This means that the systematic uncertainty of ' can be conservatively evaluated in

any case by comparing the cases with and without the event weight ' applied.

Fig. E.2 compares the background templates with only the upward and the downward shifts according
to these uncertainties with the nominal template. The uncertainty is about 0.5%. This uncertainty is
neglected because the function fitting in this research is insensitive to the number of background events
and non-local changes in the distribution shape.
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Figure E.1: YOR (`) for a diphoton. Two different ramps represent the badness of the assumption that the efficiency
is proportional to `.
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F Variation of requirement on the number of AFP
clusters

In the proton object-related systematic uncertainty evaluation, changing the minimum required number of
clusters to reconstruct a track is found to have relatively significant effects on the signal yield. Thus, the
effect is evaluated from the data with the real clustering rather than the clusters obtained just by smearing
the truth proton positions in the clustered MC samples. However, the resulting difference between the
nominal and changed cases is huge because one of the A-side AFP Far station planes was not working
permanently. Fig. F.1 shows the fraction of events with at least one reconstructed proton for each run
number1 in data for each side. The efficiency of the A-side is low when the change is applied. The test
requires at least three clusters to reconstruct a track, while the nominal case requires at least two. In
addition, proton reconstruction for each side requires tracks from both Near and Far stations for both
cases. Therefore, protons cannot be reconstructed on A-side unless clusters are in all three working planes
of Far station. This is why the A-side efficiency is very low in this case.

Thus, the relative change of the number of events between the nominal and changed cases after the whole
selection is used as the proton reconstruction efficiency uncertainty, where the final set operation in the
event selection requires only the C-side selection result. Fig. F.2 shows the cut flow of the changed data.
The decrease of events on the C-side is 6.6% of the original number of events in this research illustrated in
Fig. 4.16. This value is used as the systematic uncertainty of proton reconstruction efficiency.
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Figure F.1: Fraction of events with at least one reconstructed proton for each run number in data for (a) A-side and
(b) C-side. The red points show the nominal data, and the blue points show the changed data.

1Run number is the identifier of the LHC ?? collision run.
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G Results from asymptotic formulae

In this section, the results in Sec. 8.3 are replaced by the asymptotic formulae for comparison. The
formulae are derived and detailed in Ref. [151].

The significance and ?-value are calculated as

/0 =
√
@0,

?0 = 1 −Φ (/0) ,

by the asymptotic formulae. Fig. G.1 shows the results. The maximum observed significance is 2.53 at
<- = 456 GeV.

The limits of the signal strengths `#f
95(exp.) are calculated as the root of the equation of `hypo,

`hypo = f ˆ̀
[
Φ−1 (1 − 0.05Φ(#)) + #

]
,

where f ˆ̀ = `hypo/
√
@̃`hypo,A, and @̃`hypo,A is the calculated @̃`hypo from an Asimov sample generated

assuming `true = 0 [165]. This is converted to the limits of the signal strength, cross section, and coupling
constant, shown in Figs. G.2 and G.3.
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Figure G.2: Expected exclusion limits of signal yield and cross section.
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