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Program

• Linear Collider physics with jets 

• Particle flow calorimetry 

• Test beam experiments 

• Energy resolution and imaging
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Higgs discovery

• A turning point: 
• after 50 years the last 

building block falls into place 
• and opens the door to 

something completely new
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2013 Nobel prize in physics
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Anticipated discoveries

• The history of particle physics is full of predicted discoveries: 
– Positron, neutrino, pion, quarks, gluons, W, Z bosons, charm, 

bottom, top - and now Higgs 
• Precision directs the way forward

4

From precision tests of electroweak quantum corrections

Higgs

top
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Higgs physics drives the field

• The main question today:  
• establish the Higgs profile 

– mass, spin, parity 
– above all: couplings 

• Is the Higgs(125) the Higgs and does 
it fulfil its role in the Standard Model? 

• Or does it hold the key to New 
Physics?

5
March 2014 8 

P5 Identified Scientific Drivers for the Field 

“Driver” = a compelling line of inquiry that shows great promise for major progress over the 
next 10-20 years.  Each has the potential to be transformative.  Expect surprises. 

•  Use the Higgs as a new tool for discovery.    
•  Explore the physics associated with neutrino mass. 
•  Identify the new physics of Dark Matter. 
•  Test the nature of Dark Energy in detail, and probe the physics 

of the highest energy scales that governed the very early 
Universe. 

•  Search for new particles and interactions; new physical 
principles. 

These drivers are intertwined, possibly even more deeply than we 
currently understand.  A selected set of different experimental 

approaches, which reinforce each other, is required.  This effort  
also opens important discovery space beyond the drivers. 

S.Ritz, Report on P5

K.Fujii,  LC School, Aug. 13, 2014
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Notice the rare mode like H→μ+μ- and 
significant improvement in top Yukawa and 
self-coupling measurements.
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Precision for discovery

6

Brock/Peskin Snowmass 2013

precision for precision’s sake?
No - this is a discovery search

83

SM

Benchmark 
for discovery 
is few % to 
sub-%

Models which are not  
ruled out by LHC results
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International Linear Collider

• e+e- collisions  
– ECM = 250-1000 GeV  

• Superconducting technology 
– Technical design 2012  
– studied at government 

level in Japan

7

European XFEL at DESY: 
 > 60% of modules installed

ILC cavities and cry-modules 
at STF at KEK

STF	Beam	line	at	KEK	
to	be	installed	in		JFY2016
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Waiting for Green Light in Japan



Measurements  
of Higgs couplings
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K.Fujii,  LC School, Aug. 13, 2014
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How to measure a coupling

• We perform counting experiments: 
• N events / integr. luminosity = cross section x branching ratio  
• Branching ratio := partial width / total width  

• σ ∙ BR = σi ∙ Γf / ΓT ~ gi
2

  gf
2

 / ΓT  

• Need σ and total width to convert branching ratios into couplings  
– e.g. Z line shape at LEP 

• ΓT (Higgs)SM = 4 MeV - unobservable 

• At LHC, only poorly constraint 
– or SM value assumed 

• At ILC, play the cards of e+e-…

10



MC

Particle Flow Calorimetry Felix Sefkow     Tokyo, March 11, 2016 

Higgs production

• Higgs strahlung  

• W fusion 
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Chapter 2. Higgs Boson
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Figure 2.6. Feynman diagrams for the three major Higgs production processes at the ILC: e+e≠ æ Zh (left),
e+e≠ æ ‹‹H (center), and e+e≠ æ e+e≠H (right).

promising bb““ final state was studied in Ref. [73]. The expected triple-Higgs coupling sensitivity
can be expressed as �⁄hhh © ⁄/⁄

SM

≠ 1, assuming no new particles contribute to the gg æ h and
gg æ hh loops. The results, summarized in Table 2.1, indicate that only order-1 sensitivity will be
possible.

The ATLAS submission to the European Strategy Study [62], gives some new results on the
measurement of the triple Higgs coupling. The report estimates that, with 3000 fb≠1 and combining
both LHC experiments, “a ≥ 30% measurement of ⁄HHH may be achieved”. We look forward to the
studies, not yet reported, that will support this conclusion.

2.4 Higgs measurements at ILC at 250 GeV

The physics program of the LHC should be contrasted with the physics program that becomes available
at the ILC. The ILC, being an e+e≠ collider, inherits traditional virtues of past e+e≠ colliders such
as LEP and SLC. We have described these in Chapter 1. The ILC o�ers well defined initial states,
a clean environment, and reasonable signal-to-noise ratios even before any selection cuts. Thanks
to the clean environment, it can be equipped with very high precision detectors. The experimental
technique of Particle Flow Analysis (PFA), described in Volume 4 of this report, o�ers a qualitative
improvement in calorimetry over the detectors of the LEP era and su�cient jet mass resolution
to identify W and Z bosons in their hadronic decay modes. Thus, at the ILC, we can e�ectively
reconstruct events in terms of fundamental particles — quarks, leptons, and gauge bosons. Essentially,
we will be able to analyze events as viewing Feynman diagrams. By controlling beam polarization, we
can even select the Feynman diagrams that participate a particular reaction under study. The Higgs
boson can be observed in all important modes, including those with decay to hadronic jets. This is a
great advantage over the experiments at the LHC and provides the opportunity to carry out a truly
complete set of precision measurements of the properties of the Standard-Model-like Higgs boson
candidate found at the LHC.

The precision Higgs program will start at
Ô

s = 250 GeV with the Higgs-strahlung process,
e+e≠ æ Zh (Fig. 2.6 (left)).The production cross section for this process is plotted in Fig. 2.7 as a
function of

Ô
s together with that for the weak boson fusion processes (Figs. 2.6-(center and right)).

We can see that the Higgs-strahlung process attains its maximum at around
Ô

s = 250 GeV and
dominates the fusion processes there. The cross section for the fusion processes increases with the
energy and takes over that of the Higgs-strahlung process above

Ô
s >≥ 400 GeV.

The production cross section of the Higgs-strahlung process at
Ô

s ƒ 250 GeV is substantial
for the low mass Standard-Model-like Higgs boson. Its discovery would require only a few fb≠1 of
integrated luminosity. With 250 fb≠1, about 8. ◊ 104 Higgs boson events can be collected. Note that,
here and in the rest of our discussion, we take advantage of the ILC’s positron polarization to increase
the Higgs production rate over that expected for unpolarized beams.

The precise determination of the properties of the Higgs boson is one of the main goals of the
ILC. Only after this study is completed can we settle the question of whether the new resonance is

28 ILC Technical Design Report: Volume 2
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Figure 2.6. Feynman diagrams for the three major Higgs production processes at the ILC: e+e≠ æ Zh (left),
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2.4. Higgs measurements at ILC at 250 GeV

Figure 2.7
Production cross
section for the
e+e≠ æ Zh process
as a function of the
center of mass energy
for mh = 125 GeV,
plotted together with
those for the W W and
ZZ fusion processes:
e+e≠ æ ‹‹H and
e+e≠ æ e+e≠H.
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the Standard Model Higgs boson, a Higgs boson of a more general theory, or a particle of a di�erent
origin. Particular important for this question are the values of the Higgs boson mass, mh, and the
Higgs production cross sections and branching ratios.

In this section and the following ones, we will present the measurement accuracies for the Higgs
boson properties expected from the ILC experiments. These measurement accuracies are estimated
from full simulation studies with the ILD and SiD detectors described in the Detector Volume, Volume
4 of this report. Because these full-simulation studies are complex and were begun long before the
LHC discovery, the analyses assumed a Higgs boson of mass 120 GeV. In this section and the next two
sections, then, all error estimates refer to 120 GeV Higgs boson. In Section 2.7, we will present a table
in which our results are extrapolated to measurement accuracies for a 125 GeV Higgs boson, taking
into appropriate account the changes in the signal and background levels in these measurements.

2.4.1 Mass and quantum numbers

We first turn our attention to the measurements of the mass and spin of the Higgs boson, which
are necessary to confirm that the Higgs-like object found at the LHC has the properties expected for
the Higgs boson. We have discussed in the previous section that the LHC already o�ers excellent
capabilities to measure the mass and quantum numbers of the Higgs boson. However, the ILC o�ers
new probes of these quantities that are very attractive experimentally. We will review them here.

We first discuss the precision mass measurement of the Higgs boson at the ILC. This measurement
can be made particularly cleanly in the process e+e≠ æ Zh, with Z æ µ+µ≠ and Z æ e+e≠ decays.
Here the distribution of the invariant mass recoiling against the reconstructed Z provides a precise
measurement of mh, independently of the Higgs decay mode. In particular, the µ+µ≠X final state
provides a particularly precise measurement as the e+e≠X channel su�ers from larger experimental
uncertainties due to bremsstrahlung. It should be noted that it is the capability to precisely reconstruct
the recoil mass distribution from Z æ µ+µ≠ that defines the momentum resolution requirement for
an ILC detector.

The reconstructed recoil mass distributions, calculated assuming the Zh is produced with four-
momentum (

Ô
s, 0), are shown in Fig.2.8. In the e+e≠X channel FSR and bremsstrahlung photons

are identified and used in the calculation of the e+e≠(n“) recoil mass. Fits to signal and background
components are used to extract mh. Based on this model-independent analysis of Higgs production
in the ILD detector, it is shown that mh can be determined with a statistical precision of 40 MeV
(80 MeV) from the µ+µ≠X (e+e≠X) channel. When the two channels are combined an uncertainty

Physics ILC Technical Design Report: Volume 2 29

• Use polarisation to enhance cross section 
• Vary beam energy to select W or Z coupling
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Higgs signal in Z recoil 

• In e+e-, use kinematic 
constraints 

• recoil mass against Z  
– M2 = E2-p2 
– beam energy: E = √s-EZ, p=pZ 
– Z mass: EZ2 = MZ2 + pZ2 

• No use of Higgs final state, can 
even be invisible  

• Model-independent ZH cross 
section 

• Absolute normalisation for BRs 
– sensitive to invisible decays 

• Direct extraction of gZ 

–  the central measurement
12

works best with muons,  
also well with electrons 
with jets: not so easy -  
but possible
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as LEP and SLC. We have described these in Chapter 1. The ILC o�ers well defined initial states,
a clean environment, and reasonable signal-to-noise ratios even before any selection cuts. Thanks
to the clean environment, it can be equipped with very high precision detectors. The experimental
technique of Particle Flow Analysis (PFA), described in Volume 4 of this report, o�ers a qualitative
improvement in calorimetry over the detectors of the LEP era and su�cient jet mass resolution
to identify W and Z bosons in their hadronic decay modes. Thus, at the ILC, we can e�ectively
reconstruct events in terms of fundamental particles — quarks, leptons, and gauge bosons. Essentially,
we will be able to analyze events as viewing Feynman diagrams. By controlling beam polarization, we
can even select the Feynman diagrams that participate a particular reaction under study. The Higgs
boson can be observed in all important modes, including those with decay to hadronic jets. This is a
great advantage over the experiments at the LHC and provides the opportunity to carry out a truly
complete set of precision measurements of the properties of the Standard-Model-like Higgs boson
candidate found at the LHC.

The precision Higgs program will start at
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e+e≠ æ Zh (Fig. 2.6 (left)).The production cross section for this process is plotted in Fig. 2.7 as a
function of
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We can see that the Higgs-strahlung process attains its maximum at around
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dominates the fusion processes there. The cross section for the fusion processes increases with the
energy and takes over that of the Higgs-strahlung process above

Ô
s >≥ 400 GeV.

The production cross section of the Higgs-strahlung process at
Ô

s ƒ 250 GeV is substantial
for the low mass Standard-Model-like Higgs boson. Its discovery would require only a few fb≠1 of
integrated luminosity. With 250 fb≠1, about 8. ◊ 104 Higgs boson events can be collected. Note that,
here and in the rest of our discussion, we take advantage of the ILC’s positron polarization to increase
the Higgs production rate over that expected for unpolarized beams.

The precise determination of the properties of the Higgs boson is one of the main goals of the
ILC. Only after this study is completed can we settle the question of whether the new resonance is
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Higgs decays

• MH = 125 GeV  
• ideal for ILC 

– but not for H → ZZ* 

• BR (H→ZZ*) = ΓZ / ΓT ~ gZ
2 / ΓT 

• ⇒ ΓT ~ gZ
2 / 

 BR (H→ZZ*) 

• in principle possible - but large 
error (20%) 

13

Brock/Peskin Snowmass 2013

couplings
1. Higgs discovery spawned an industry

precision fitting of couplings

81

H
gf



MC

Particle Flow Calorimetry Felix Sefkow     Tokyo, March 11, 2016 

Higgs total width

• Use W fusion cross section and H→WW* 
branching ratio  

• ΓT ~ gW
2 / BR (H→WW*) 

• W fusion σ is not model independent 
– ff = bb or WW* final state 
– measure same f.s. in ZH and scale 

• gW
2/gZ

2 ~ σννH B(H→ff) / σZH  B(H→ff) 
• gZ

2
 from Z recoil  

• BR (H→WW*) in ννH or ZH prod 

• Done!     👍  
– self-contained set for absolute couplings 
– constraints on invisible decays

14
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ILC Higgs White Paper, arXiv: 1310.0763
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11H. Ono, et. al, Euro. Phys. J. C73, 2343; LC-REP-2013-005

Higgs couplings to bb, cc and gg
b-vertices and c-vertices can be well reconstructed and separated @ ILC

patterns of b-likeness versus c-likeness of the two jets from Higgs

�ZH · Br(H ! bb̄) / g2HZZg
2
Hbb/�H

�ZH · Br(H ! cc̄) / g2HZZg
2
Hcc/�H

�ZH · Br(H ! gg) / g2HZZg
2
Hgg/�H

Template Fitting

H→Others SM BG

H→bb H→cc H→gg

MC Data

flavor tagging'
by LCFIPlus '

T.Suehara'
T.Tanabe

e+ + e� ! ZH ! ff̄(jj)

2nd generation fermion couplings

• Charm tagging at LHC: hopeless 
– constrain gc by mc / mt   

• At ILC: unique access to 2nd family 
– obtain bb and gg, too 

• H→µµ: also possible, but few events

15

Physics Performance
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FIGURE 3.3-17. a) The c-tag of the two jets in candidate ZH ! qqcc events after all other cuts apart
from the c-tag and c-likeness cut. b) Distribution of the reconstructed di-jet mass for the ZH ! ⌫⌫̄cc̄
sample prepared by bc-tagging.

centre-of-mass energy, the combined results shown in Table 3.3-5 are broadly in agreement
with those obtained with a fast simulation analysis performed in the context of the TESLA
TDR [34].

Channel Br(H ! bb) Br(H ! cc) Br(H ! gg)

ZH ! `+`�qq (2.7� 2.5)% (28� 2.5)% (29� 2.5)%

ZH ! ⌫⌫̄H (1.1� 2.5)% (13.8� 2.5)% �
ZH ! qqcc � (30� 2.5)% �
Combined 2.7% 12% 29%

TABLE 3.3-5
Expected precision for the Higgs boson branching fraction measurements (

p
s = 250GeV) for the individual

Z decay channels and for the combined result. The expected 2.5% uncertainty on the total Higgs production
cross section is added in quadrature. The results are based on full simulation/reconstruction and assume
an integrated luminosity of 250 fb�1. Entries marked � indicate that results are not yet available.

3.3.3 Tau-pairs

The reconstruction of ⌧+⌧� events at
p
s = 500 GeV provides a challenging test of the detec-

tor performance in terms of separating nearby tracks and photons. The expected statistical
sensitivities for the ⌧+⌧� cross section, the ⌧+⌧� forward-backward asymmetry, A

FB

, and
the mean tau polarisation, P

⌧

, are determined for and integrated luminosity of 500 fb�1 with
beam polarisation, P (e+, e�) = (+30%,�80%).

Simulated events with less than seven tracks are clustered into candidate tau jets each
of which contains at least one charged particle. Tau-pair events are selected by requiring
exactly two candidate tau jets with opposite charge. The opening angle between the two tau
candidates is required to be > 178� to reject events with significant ISR (including radiative

ILD - Letter of Intent 43

6.3. ILD benchmarking

(e“ æ ‹qq̄) and other decay channels of the Higgs. The relative measurement error on ‡·BR was
evaluated by

Ô
Ns+NBG

Ns
, where Ns(NBG) is the number of signal (background) events in the signal

region.
The h æ µ+µ≠ channel, due to its very low branching-ratio was only studied in the DBD

P≠80,+20

sample where the Higgs production cross section is larger. The main backgrounds are
e≠e+ æ ‹‹µ≠µ+ and ““ æ ‹‹¸≠¸+. Events with two reconstructed high momentum isolated tracks
were selected, provided that the two tracks were identified as muons. The invariant mass of the
di-muon system was required to be between 95 and 155 GeV, and its energy to be lower than 400
GeV. Fully leptonic events were selected by requiring low multiplicity and high missing energy. The
di-· background was reduced by requiring that the significance of the impact parameters should be
small. The signal e�ciency at this pre-selection stage was found to be 81.1 %. Further cuts on
missing energy and transverse momentum, the minimum angle to the beam-axis of the muons and on
energy detected in the very forward calorimeter were applied. The final signal e�ciency after all cuts
was 37.0 %.

Figure III-6.12 shows the reconstructed di-muon mass of h æ µ+µ≠. After the final selection
was applied, the resulting invariant mass distributions for the background and the signal were fitted
individually. Those fits were used to generate mass-distributions for 5000 pseudo-experiments,
assuming L = 500 or 1000 fb≠1 with P≠80,+20

. The signal and background was fitted to each of
the pseudo-experiments, and the distribution of the fit-results was used to evaluate the statistical
accuracy of ‡·BR.

The statistical uncertainties for all studied decay-modes are summarised in Table III-6.5 separately
for the P≠80,+20

and P
+80,≠20

DBD samples. In addition, the obtainable precisions assuming the full
1 ab≠1 sample was collected with P≠80,+20

are given.

Table III-6.5
Summary of the ac-
curacies of (‡ · Br)
at

Ô
s = 1 TeV. The

shown values corre-
spond to statistical
errors only.

L 500 fb

≠1

1 ab

≠1

Beam polarisation P≠80,+20

P
+80,≠20

P≠80,+20

�‡BR/‡BR(h æ b

¯

b) 0.54% 2.1% 0.39%
�‡BR/‡BR(h æ cc̄) 5.7% 36.8% 3.9%
�‡BR/‡BR(h æ gg) 3.9% 25.7% 2.8%
�‡BR/‡BR(h æ WW

ú æ 4j) 3.6% 23.7% 2.5%
�‡BR/‡BR(h æ µ+µ≠

) 41% - 31%

Figure III-6.12
Reconstructed di-muon
mass distribution of
h æ µ+µ≠ in the DBD
P≠80,+20

sample.
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Top Yukawa coupling

• Counting experiment, multi-jet final states 
• 4% measurement of gttH possible 
• sizeable QCD corrections 
• a few more GeV beam energy most valuable

16

Top Yukawa Coupling 
The largest among matter fermions, but not yet directly observed  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1.2. ILD layout and performance

Figure III-1.3
Three-dimensional
view of a typical multi
jet final state at the
ILC (500 GeV t¯t event
with multi-hadronic
final state). The pic-
ture was generated by
the detailed detector
simulation of the ILD
detector.

1.2 ILD layout and performance

The ILD concept has been designed as a multi-purpose detector. A high precision vertex detector is
followed by a hybrid tracking layout, realised as a combination of silicon tracking with a time projection
chamber, and a calorimeter system. The complete system is located inside the large solenoid. On
the outside of the coil, the iron return yoke is instrumented as a muon system and as a tail catcher
calorimeter.

The vertex detector is realised as a multi-layer pixel-vertex detector (VTX), with three super-layers
each comprising two layers, or a 5 layer geometry. In either case the detector has a pure barrel
geometry. To minimise the occupancy from background hits, the first super-layer is only half as long
as the outer two. Whilst the underlying detector technology has not yet been decided, the VTX is
optimised for point resolution and minimum material thickness.

A system of silicon strip and pixel detectors surrounds the VTX detector. In the barrel, two
layers of silicon strip detectors (SIT) are arranged to bridge the gap between the VTX and the TPC.
In the forward region, a system of two silicon-pixel disks and five silicon-strip disks (FTD) provides
low angle tracking coverage.

A distinct feature of ILD is a large volume time projection chamber (TPC) with up to 224 points
per track. The TPC is optimised for 3-dimensional point resolution and minimum material in the
field cage and in the end-plate. It also allows dE/dx based particle identification.

Outside the TPC a system of Si-strip detectors, one behind the end-plate of the TPC (ETD)
and one in between the TPC and the ECAL (SET), provide additional high precision space points
which improve the tracking performance and provide additional redundancy in the regions between
the main tracking volume and the calorimeters.

A highly segmented electromagnetic calorimeter (ECAL) provides up to 30 samples in depth and
small transverse cell size, split into a barrel and an end cap system. For the absorber Tungsten has
been chosen, for the sensitive area silicon diodes or scintillator strips are considered.

This is followed by a highly segmented hadronic calorimeter (HCAL) with up to 48 longitudinal
samples and small transverse cell size. Two options are considered, both based on a Steel-absorber
structure. One option uses scintillator tiles of 3 ◊ 3 cm2, which are read out with an analogue
system. The second uses a gas-based readout which allows a 1 ◊ 1 cm2 cell geometry with a binary or
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Top Yukawa and H self coupling

17

• difficult even at ILC 
• δλ/λ > 0.5 δσ/σ 
• W fusion offers better sensitivity 
• possible at 500 GeV, best at 1 TeV

K.Fujii,  LC School, Aug. 13, 2014

The Problem : BG diagrams dilute self-coupling contribution  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And then Higgs Self-coupling 
the force that made the Higgs condense in the vacuum  

φ0

φ+

V (Φ)
We need to measure the Higgs self-coupling 
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The measurement is very difficult even at LC.
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Global fits

• Staged running scenario 250, 500, 1000 GeV 
• 33 σ∙BR measurements - 10 free parameters

18

K.Fujii,  LC School, Aug. 13, 2014

Model-independent Global Fit for Couplings  
33 σxBR measurements (Yi) and σZH (Y34,35) 

28

Fi = Si Gi

• It is the recoil mass measurement that is the key to unlock the 
door to this completely model-independent analysis!"

• Cross section calculations (Si) do not involve QCD ISR."
• Partial width calculations (Gi) do not need quark mass as input."

We are confident that the total theory errors for Si and Gi will be at 
the 0.1% level at the time of LC running.

Si =

✓
�ZH

g2HZZ

◆
,

✓
�⌫⌫̄H

g2HWW

◆
, or

✓
�tt̄H

g2Htt

◆
Gi =

✓
�i

g2i

◆

(Ai = Z,W, t)

(Bi = b, c, ⌧, µ, g, �, Z,W : decay)
Y 0
i = Fi ·

g2HAiAi
· g2HBiBi

�0
(i = 1, · · · , 33)

�2 =
35X

i=1

✓
Yi � Y 0

i

�Yi

◆2

Systematic Errors

arXiv: 1310.0763

gHZZ , gHWW , gHbb, gHcc, gHgg, gH⌧⌧ , gH�� , gHµµ, gHtt, �0

10 free parameters:

K.Fujii,  LC School, Aug. 13, 2014

Model-independent Global Fit for Couplings  
Baseline LC program

29

coupling 250 GeV 250 GeV + 500 GeV 250 GeV + 500 GeV + 1 TeV

HZZ 1.3% 1% 1%
HWW 4.8% 1.1% 1.1%
Hbb 5.3% 1.6% 1.3%
Hcc 6.8% 2.8% 1.8%
Hgg 6.4% 2.3% 1.6%
Hττ 5.7% 2.3% 1.6%
Hγγ 18% 8.4% 4%
Η)) 91% 91% 16%
Γ 12% 4.9% 4.5%

Htt - 14% 3.1%

P(e-,e+)=(-0.8,+0.3) @ 250, 500 GeV P(e-,e+)=(-0.8,+0.2) @ 1 TeV

250 GeV:   250 fb-1"
500 GeV:   500 fb-1"
1     TeV:  1000 fb-1

(MH = 125 GeV)

HHH - 83%(*) 21%(*)
*) With H->WW* (preliminary), if we include expected improvements in jet clustering it would become 17%!

K.Fujii,  LC School, Aug. 13, 2014
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Mass Coupling Relation 
After Baseline LC Program

Notice the rare mode like H→μ+μ- and 
significant improvement in top Yukawa and 
self-coupling measurements.

K.Fujii, LC School, Aug. 13, 2014
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ILC and LHC

• Only with e+e- collisions one can reach the percent level 
precision to probe new physics 

• also true w.r.t. high lumi LHC

19

2.8. Conclusion
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Figure 2.20. Estimate of the sensitivity of the ILC experiments to Higgs boson couplings in a model-independent
analysis. The plot shows the 1 ‡ confidence intervals as they emerge from the fit described in the text. Deviation
of the central values from zero indicates a bias, which can be corrected for. The upper limit on the W W and ZZ
couplings arises from the constraints (2.31). The bar for the invisible channel gives the 1 ‡ upper limit on the
branching ratio. The four sets of errors for each Higgs coupling represent the results for LHC (300 fb≠1, 1 detector),
the threshold ILC Higgs program at 250 GeV, the full ILC program up to 500 GeV, and the extension of the ILC
program to 1 TeV. The methodology leading to this figure is explained in [65].

2.8 Conclusion

The landscape of elementary particle physics has been altered by the discovery by the ATLAS and
CMS experiments of a new boson that decays to ““, ZZ, and WW final states [2, 3]. The question
of the identity of this bosons and its connection to the Standard Model of particle physics has become
the number one question for our field. In this section, we have presented the capabilities of the ILC
to study this particle in detail. The ILC can access the new boson through the reactions e+e≠ æ Zh

and through the WW fusion reaction e+e≠ æ ‹‹h. Though our current knowledge of this particle is
still limited, we already know that these reactions are available at rates close to those predicted for
the Higgs boson in the Standard Model. The ILC is ideally situated to give us a full understanding of
this particle, whatever its nature.

The leading hypothesis for the identity of the new particle is that it is the Higgs boson of the
Standard Model, or a similar particle responsible for electroweak symmetry breaking in a model that
includes new physics at the TeV energy scale. We have argued that, if this identification proves correct,
the requirements for experiments on the nature of this boson are extremely challenging. Though there
are new physics models that predict large deviations of the boson couplings from the Standard Model
predictions, the typical expectation in new physics models is that the largest deviations from the
Standard Model are at the 5–10% level. Depending on the model, these deviations can occur in any
of the boson’s couplings. Thus, a comprehensive program of measurements is needed, one capable of
being interpreted in a model-independent way. Our estimate of the eventual LHC capabilities, given
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Figure 1: Expected precision for Higgs coupling measure-
ments at the HL-LHC, ILC at 250 GeV and their combina-
tion. For the latter we also show the fit including �c. The
inner bars for HL-LHC denote a scenario with improved ex-
perimental systematic uncertainties.

fore, we assume

�
tot

=
X

obs

�x(gx) + 2nd generation < 2GeV . (3)

The upper limit of 2 GeV takes into account that a larger
width would become visible in the mass measurement.
The second generation is linked to the third generation
via gc = mc/mt g

SM

t (1+�t). The leptonic muon Yukawa
might be observable at the LHC in weak boson fusion or
inclusive searches, depending on the available luminos-
ity [23].

At the ILC the situation is very di↵erent: the total
width can be inferred from a combination of measure-
ments. This is mainly due to the measurement of the
inclusive ZH cross section based on a system recoiling
against a Z ! µ+µ� decay. While the simultaneous fit
of all couplings will reflect this property, we can illustrate
this feature based on four measurements [18, 19]

1. Higgs-strahlung inclusive (�ZH)

2. Higgs-strahlung with a decay to bb̄ (�Zbb)

3. Higgs-strahlung with a decay to WW (�ZWW )

4. W -fusion with a decay bb̄ (�⌫⌫bb)

described by four unknowns �W , �Z , �b, and �
tot

.
Schematically, the total width is

�
tot

 �⌫⌫bb/�Zbb

�ZWW /�ZH
⇥ �ZH . (4)

This results in a precision of about 10% [20] on the total
width at LC250.

In addition, Higgs decays to charm quarks can be dis-
entangled from the background, therefore a link between
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68% CL: 3000 fb-1, 14 TeV LHC and 500 fb-1, 500 GeV LC

3000 fb-1, 14 TeV LHC
500 fb-1, 500 GeV LC
HL-LHC + LC500
HL-LHC + LC500 (∆t ≠ ∆c)

Figure 2: Expected precision for Higgs couplings measure-
ments at the HL-LHC, ILC up to 500 GeV and their com-
bination. For the latter we also show the fit including �c.
The inner bars for HL-LHC denote a scenario with improved
experimental systematic uncertainties.

the second and third generation along the lines of Eq.(3)
is not needed. A di↵erence in the interpretation of our
results we need to keep in mind: while electroweak cor-
rections are not expected to interfere at the level of pre-
cision of our HL-LHC analysis, at the ILC the individual
measurement of Higgs couplings will most likely require
an appropriate ultraviolet completion [24]. In this largely
experimentally driven study we assume the existence of
such a picture.
At a linear collider the errors on Higgs branching ratios

BRx or particle widths �x are crucial [25]. As theory er-
rors on the latter we assume 4% for decays into quarks,
2% for gluons, and 1% for all other decays [8]. Trans-
lated into branching ratios this corresponds for example
to an error around 2% on the branching ratio into bot-
tom quarks. Further improvements on these values in
the future are possible, but we decided to remain conser-
vative. The error on the branching ratios follows from
simple error propagation, where theory errors are added
linearly,

�BRx =
X

k

����
@

@�k
BRx

���� ��k

=
1

�
tot

 
BRx

X

k

��k + (1� 2BRx) ��x

!
. (5)

Higgs couplings — the result of an individual and si-
multaneous determination of the Higgs couplings are
shown in Fig. 1. For the LHC, we need to make an as-
sumption about the width, shown in Eq. (3). At LC250
the inclusive ZH rate gives direct access to �Z at the
percent level. No assumption about the width is needed.
The simplest model for modified Higgs couplings is a

global factor�H , which arises through a Higgs portal [26]

LHC 300 fb-1 @ 14 TeV 
ILC1 250 fb-1 @ 250 GeV  
ILC 500 fb-1 @ 500 GeV 
ILC1T 1000 fb-1 @ 1 TeV

Peskin 2013

Zerwas 2013

successively included
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Higgs at the ILC:

• The Higgs discovery opens the door to a completely 
new kind of matter and a completely new 
phenomenology 

• An e+e- machine provides the clean conditions and a 
self-contained set of Higgs observables  

• Only a linear collider can reach the precision at 
percent level to detect deviations which can direct us 
to new physics  

• There is so much more 
– direct discoveries, top physics, ..

20
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FIGURE 3.3-12. a) Di-jet mass from the 5C kinematic fit after all selection cuts. b) Fit of the background
and Chargino and Neutralino contributions. The fit parameters are the normalisations of the W and
Z peaks. c) Energy spectra of W and Z boson candidates after the Chargino and d) Neutralino event
selections, shown including fits to signal and background contributions.

the W and Z candidates from the kinematic fit are shown in Figure 3.3-12c/d. The masses
of the gauginos are determined from the kinematic edges of the distributions located using
an empirically determined fitting function for the signal and a parameterisation of the SM
background. From the fit results the upper and lower kinematic edges of the �̃±1 sample
are determined to ±0.2 GeV and ±0.7 GeV respectively. The corresponding numbers for the
�̃0

2 sample are: ±0.4 GeV and ±0.8 GeV. For the SUSY point 5 parameters, the �̃±1 lower
edge is close to mW and, thus, does not significantly constrain the gaugino masses. The
other three kinematic edges can be used to determine the gaugino masses with a statistical
precision of 2.9 GeV, 1.7 GeV and 1.0 GeV for the �̃±1 , �̃0

2, and �̃0
1 respectively. The errors on

the masses are larger than the errors on the positions of the edges themselves. This reflects
the large correlations between the extracted gaugino masses; the di↵erences in masses are
better determined than the sum. If the LSP mass were known from other measurements, e.g.
from the slepton sector, the errors on the �̃±1 and �̃0

2 masses would be significantly reduced.
Furthermore, the resolutions can be improved by about a factor of two using a kinematic
fit which constrains the boson masses for chargino (neutralino) candidates not only to be
equal to each other, but also to be equal to the nominal W (Z) mass. In this case, statistical
precisions of 2.4GeV, 0.9GeV, and 0.8GeV are obtained for the �̃±1 , �̃0

2, and �̃0
1 respectively.
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FIGURE 3.3-17. a) The c-tag of the two jets in candidate ZH ! qqcc events after all other cuts apart
from the c-tag and c-likeness cut. b) Distribution of the reconstructed di-jet mass for the ZH ! ⌫⌫̄cc̄
sample prepared by bc-tagging.

centre-of-mass energy, the combined results shown in Table 3.3-5 are broadly in agreement
with those obtained with a fast simulation analysis performed in the context of the TESLA
TDR [34].

Channel Br(H ! bb) Br(H ! cc) Br(H ! gg)

ZH ! `+`�qq (2.7� 2.5)% (28� 2.5)% (29� 2.5)%

ZH ! ⌫⌫̄H (1.1� 2.5)% (13.8� 2.5)% �
ZH ! qqcc � (30� 2.5)% �
Combined 2.7% 12% 29%

TABLE 3.3-5
Expected precision for the Higgs boson branching fraction measurements (

p
s = 250GeV) for the individual

Z decay channels and for the combined result. The expected 2.5% uncertainty on the total Higgs production
cross section is added in quadrature. The results are based on full simulation/reconstruction and assume
an integrated luminosity of 250 fb�1. Entries marked � indicate that results are not yet available.

3.3.3 Tau-pairs

The reconstruction of ⌧+⌧� events at
p
s = 500 GeV provides a challenging test of the detec-

tor performance in terms of separating nearby tracks and photons. The expected statistical
sensitivities for the ⌧+⌧� cross section, the ⌧+⌧� forward-backward asymmetry, A

FB

, and
the mean tau polarisation, P

⌧

, are determined for and integrated luminosity of 500 fb�1 with
beam polarisation, P (e+, e�) = (+30%,�80%).

Simulated events with less than seven tracks are clustered into candidate tau jets each
of which contains at least one charged particle. Tau-pair events are selected by requiring
exactly two candidate tau jets with opposite charge. The opening angle between the two tau
candidates is required to be > 178� to reject events with significant ISR (including radiative

ILD - Letter of Intent 43

LC physics with jets: Minv

• W - Z separation 
– study strong e.w. symmetry 

breaking at 1 TeV 
• Other di-jet mass examples 

– H → cc, Z → νν 
– Higgs recoil with Z → qq 
– invisible Higgs  
– WW fusion → H → WW  

• total width and gHww 

• SUSY example: 
– Chargino neutralino 

separation

21

6.3. ILD benchmarking

obtained, demonstrating that the ILD jet energy resolution is su�cient to separate the hadronic
decays of gauge bosons.

Figure III-6.8
a) The reconstructed
di-jet mass distribu-
tions for the best jet-
pairing in selected
‹e‹̄eWW (blue) and
‹e‹̄eZZ (red) events atÔ

s = 1 T eV . b) Distri-
butions of the average
reconstructed di-jet
mass, (mij + mB

kl)/2.0,
for the best jet-pairing
for ‹e‹̄eWW (blue)
and ‹e‹̄eZZ (red)
events. /GeVijm
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6.3 ILD benchmarking

In chapter 1.4, the list of benchmark reactions is described which have been studied by the detector
groups (for more detail see [386]). The result of the analyses of these benchmarks are briefly presented
in this section. The generation of both signal, physics background, and machine background was
done as a common e�ort between ILD and SiD and is described in detail in chapter 2.2. The detector
simulation software and detector model used are described in chapter 5.4. Events for the analyses were
generated and simulated with the detailed GEANT4 based ILD model, and centrally reconstructed.
The PandoraPFA and LCFIPlus algorithms (described in chapter 2.2) were used.

The first three benchmark processes presented are at
Ô

s=1 TeV. They were chosen partly to
demonstrate the capability of the detectors under the conditions of the ILC operating at 1 TeV, partly
to exploit the opportunities that this higher energy would bring. More specifically:
e+e≠ æ ‹‹̄h is intended to test the detector capabilities in simple topologies.

e+e≠ æ W +W ≠ is complementing the first benchmark by topologies with jets at higher energies
and at lower angles.

e+e≠ æ tt̄h is intended to demonstrate the capability of the detector to disentangle very complicated
final states.

These processes were studied assuming an integrated luminosity (L) of 1 ab≠1, and with polarised
beams. Using the convention that Pp≠,p+ denotes a configuration of p ≠ % degree of polarisation
for the electrons, p + % for the positrons, the full sample was evenly divided in two samples with
P≠80,+20

and P
+80,≠20

. The full sample is referred to as the full DBD sample in the following, while
the two sub-samples are called the DBD P≠80,+20

and P
+80,≠20

samples.
The last of the benchmark processes was the analysis of e+e≠ æ tt at

Ô
s = 500 GeV. The

integrated luminosity was assumed to be 500 fb≠1, evenly divided in a P≠80,+30

sample and a
P

+80,≠30

one. This particular reaction was chosen to compare the current more detailed ILD model
to the one used in earlier studies to understand the impact the improved simulation model has on the
physics reach.
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WWνν, ZZνν prod.
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Figure III-6.11. Left:Reconstructed h æ bb di-jet mass distribution after the b-tagging selection. Right: Recon-
structed Higgs mass distribution in h æ WW

ú fully hadronic decay channel. Both figures correspond to the DBD
P≠80,+20

sample.

mode, h æ WWú æ qqqq, was considered. At
Ô

s = 1 TeV, higher instantaneous luminosity is
expected than at 250 or 500 GeV. This, together with the rising Higgs production cross section,
implies that one can accumulate observable amounts of h æ µ+µ≠ events (‡·BR= 0.089 fb for
P≠80,+20

).
In the h æ bb, cc, and gg channels, the events have in common that they contain two jets

with a di-jet mass consistent with the Higgs mass and that they have large missing energy due to the
neutrinos. Flavour tagging is crucial to distinguish the decay channels.

Jets were reconstructed by first employing the kt jet clustering algorithm with R = 1.1 and
Njet = 2 to remove particles from pile-up events, and then the Durham algorithm on the remaining
particles. In order to reduce the background, it was required that the visible energy and longitudinal
momentum should be small, while the transverse momentum should be high. Cuts based on the total
particle-multiplicity and the polar angle of the jets were applied to reduce the 2-fermion background.
Finally, the Higgs candidate events for flavour tagging were selected by requiring the mass of the
di-jet to be in [110, 150] GeV. The e�ciency to select h æ bb, cc and gg at this stage were 35.0%,
37.3% and 35.9%, respectively, while the major background was the ‹‹̄qq̄ (non-Higgs) final state.

A flavour tagging template fitting was performed to extract ‡·BR for the di�erent channels.
The flavour templates of h æ bb, cc, gg, and backgrounds were obtained from the flavour tagging
boosted-decision tree output of LCFIPlus. Figure III-6.11 (left) shows the reconstructed h æ bb di-jet
mass distribution after applying a b-tagging cut for the DBD P≠80,+20

sample. By repeating the
template fit 5000 times on distributions generated by a toy Monte Carlo, the measurement expected
accuracies on ‡·BR could be evaluated.

In the fully hadronic h æ WWú channel, the expected final state is four jets consistent with
WWú, with total mass consistent with the Higgs mass, while having large missing energy and
missing transverse momentum. Background from pile-up events was removed by employing the kt

jet clustering algorithm with R = 0.9 and Njet = 4. The remaining particles were forced to into a
four-jet configuration using the Durham algorithm. From the reconstructed four jets, the jet pairing
yielding the di-jet mass closest to m

W

was assumed to be the W. The other di-jet should have a
mass between 15 and 60 GeV. In the jet clustering, it was demanded that the Durham algorithm
should show a preference for the four-jet configuration. Subsequently, pre-selections similar to those
of the two-jet channel were applied. In this channel, h æ bb could be a major background, therefore
the b-likeness from LCFIPlus was required to be low.

The distribution of the reconstructed Higgs mass in the h æ WWú hadronic decay channel
is shown in Figure III-6.11 (right) for the DBD P≠80,+20

sample. Signal selection e�ciency of
h æ WWú was 12.4% and remaining major backgrounds are 4-fermions (e+e≠ æ ‹‹̄qq̄), 3-fermions

294 ILC Technical Design Report: Volume 4, Part III

√s = 500 GeV
Ejet peak s @ 35 GeV

typical jet energies
at √s = 500 GeV
50-150 GeV 



Particle flow concept
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MC

The jet energy challenge

• Jet energy performance of existing detectors is 
not sufficient for separation of W and Z bosons 

• E.g. CMS: ~ 100%/√E, ATLAS ~ 70%/√E  
• Calorimeter resolution for hadrons is intrinsically 

limited, e.g. nuclear binding energy losses 
• Resolution for jets worse than for single hadrons  
• It is not sufficient to have the world’s best 

calorimeter 

23

920 ZEUS Collaboration / Physics Letters B 718 (2013) 915–921

Fig. 2. The Mjets distribution of the data (a) after all selection criteria, except for the ηmax cut, (b)–(d) in several ηmax slices.

Fig. 3. The Mjets distribution and the fit result. The data are shown as points, and
the fitting result of signal + background (background component) is shown as solid
(dashed) line. The signal contribution is also indicated by the shaded area and
amounts to a total number of Nobs events. The error bars represent the approximate
Poissonian 68% CL intervals, calculated as ±

√
n + 0.25 + 0.5 for a given entry n.

with

f i =
{

Nref,i − Nobs,i + Nobs,i ln(Nobs,i/Nref,i) (if Nobs,i > 0)
Nref,i (if Nobs,i = 0).

The best combination of (a,b,ϵ) is found by minimising χ̃2. The
value of a after this optimisation gives the ratio between the ob-
served and expected cross section, i.e. σobs = aσSM. The maximum
and minimum values of a in the interval %χ̃2 < 1 define the range
of statistical uncertainty.

7. Systematic uncertainties

Several sources of systematic uncertainties were considered and
their impact on the measurement estimated.

• An uncertainty of 3% was assigned to the energy scale of the
jets and the effect on the acceptance correction was estimated
using the signal MC. The uncertainty on the Z 0 cross-section
measurement was estimated to be +2.1% and −1.7%.

• The uncertainty associated with the elastic and quasi-elastic
selection was considered. In a control sample of diffractive DIS
candidate events, the ηmax distribution of the MC agreed with
the data to within a shift of ηmax of 0.2 units [23]. Thus, the
ηmax threshold was changed in the signal MC by ±0.2, and
variations of the acceptance were calculated accordingly. The
uncertainty on the cross-section measurement was +6.4% and
−5.4%.

• The background shape uncertainty was estimated by using dif-
ferent slices of ηmax in the fit. The background shape was
obtained using only the regions of 4.0 < ηmax < 4.2 or 4.2 <
ηmax. The region of 3.0 < ηmax < 4.0 was not used since

35%√E 
for pions,  

6 GeV for Z

LC goal
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Hadron showers

• Hadrons undergo strong interactions with 
detector (absorber) material 
– Charged hadrons: complementary to track 

measurement 
– Neutral hadrons: the only way to measure 

their energy 
• In nuclear collisions secondary particles are 

produced 
– Partially undergo further nuclear interactions 

è formation of a hadronic cascade 
– Electromagnetically decaying particles initiate 

e.m. showers 
– Part of the energy is absorbed as nuclear 

binding energy or target recoil and remains 
invisible 

• Similar to em showers, but much more 
complex 

• Small numbers , large fluctuations 
• Different scale: hadronic interaction length 

• both scales present
24



« In a typical jet :   
s  60 % of jet energy in charged hadrons 
s  30 % in photons  (mainly from                  )                        
s  10 % in neutral hadrons (mainly      and        )

« Traditional calorimetric approach: 
s  Measure all components of jet energy in ECAL/HCAL ! 
s  ~70 % of energy measured in HCAL:  
s  Intrinsically “poor” HCAL resolution limits jet energy resolution

« Particle Flow Calorimetry paradigm: 
s  charged particles measured in tracker  (essentially perfectly) 
s  Photons in ECAL:                                     
s  Neutral hadrons (ONLY) in HCAL 
s  Only 10 % of jet energy from HCAL 

EJET = EECAL + EHCAL EJET = ETRACK + Eγ + En 

much improved resolution

n
π+

γ

Particle Flow Calorimetry

Mark Thomson
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Ideal jet energy resolution

• Numerical example: Ejet = 100 GeV 
– photons 30 GeV 
– hadrons 70 GeV 

• charged particles 60 GeV 
• neutral hadrons 10 GeV 

• Classical case 
• Ejet = EECAL + EHCAL  
• σjet = 15% √30 ⊕ 55% √70 =                 

0.8 ⊕ 4.6 = 4.7 = 47% √100 

• Particle flow case: 
• Ejet = Etracks + Ephotons + Eneutr.had 
• σjet = 0 ⊕ 15% √30 ⊕ 55% √10 = 

0.8 ⊕ 1.7 = 1.9 = 19% / √100

26
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Particle Flow Reconstruction

Mark Thomson

Reconstruction of a Particle Flow Calorimeter: 
« Avoid double counting of energy from same particle 
« Separate energy deposits from different particles

If these hits are clustered together with 
these, lose energy deposit from this neutral 
hadron (now part of track particle) and ruin  
energy measurement for this jet.

Level of mistakes, “confusion”, determines jet energy resolution 
        not the intrinsic calorimetric performance of ECAL/HCAL

e.g.

Three types of confusion: 
i) Photons ii) Neutral Hadrons iii) Fragments

Failure to resolve photon
Failure to resolve  
neutral hadron

Reconstruct fragment as 
separate neutral hadron

27
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Real jet energy resolution

• Numerical example> Ejet = 100 GeV 

• Classical case 
• Ejet = EECAL + EHCAL  
• σjet = 15% √30 ⊕ 55% √70 =                 

0.8 ⊕ 4.6 = 4.7 = 47% √100 

• Particle flow case: 
• Ejet = Etracks + Ephotons + Eneutr.had 
• σjet = 0 ⊕ 15% √30 ⊕ 55% √10 = 

0.8 ⊕ 1.7 = 1.9 = 19% / √100
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• Confusion example: 
• Shower fragment of 10 GeV hadron (within 1 σ): 1.7 GeV = 17% / √Ejet 

• Other effects (particle masses,…)  
• In practice 3% at 100 GeV achievable
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MC

Trends and Perspectives in Calorimetry

Understand particle flow 
performance

• Particle flow is always a gain 
– even at high jet energies 

• Calorimeter resolution does matter 
– dominates up to ~ 100 GeV 
– contributes to resolve confusion 

• Leakage plays a role, too 
– but less than in classic case

ARTICLE IN PRESS

neutral hadrons being lost within charged hadron showers. For all
jet energies considered, fragments from charged hadrons, which
tend to be relatively low in energy, do not contribute significantly
to the jet energy resolution.

The numbers in Table 5 can be used to obtain an semi-
empirical parameterisation of the jet energy resolution:

rms90
E

¼
21ffiffiffi
E

p " 0:7" 0:004E" 2:1
E

100

" #0:3

%

where E is the jet energy in GeV. The four terms in the expression,
respectively, represent: the intrinsic calorimetric resolution;
imperfect tracking; leakage and confusion. This functional form
is shown in Fig. 10. It is worth noting that the predicted jet energy
resolutions for 375 and 500GeV jets are in good agreement with
those found for MC events (see Table 3); these data were not used
in the determination of the parameterisation of the jet energy
resolution.

For a significant range of the jet energies relevant for the ILC,
high granularity PFlow results in a jet energy resolution which is
roughly a factor two better than the best achieved at LEP
(sE=E¼ 6:8% at

ffiffi
s

p
¼MZ). The ILC jet energy goal of sE=Eo3:8%

is reached in the jet energy range 40–420GeV.
Fig. 10 also shows a parameterisation of the jet energy

resolution ðrms90Þ obtained from a simple sum of the total

calorimetric energy deposited in the ILD detector concept. The
degradation in energy resolution for high energy jets is due to
non-containment of hadronic showers. It is worth noting that
even for the highest energies jets considered, PFlow reconstruc-
tion significantly improves the resolution compared to the purely
calorimetric approach. The performance of PFlow calorimetry also
is compared to 50%=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
" 3:0% which is intended to give an

indication of the resolution which might be achieved using a
traditional calorimetric approach. This parameterisation effec-
tively assumes an infinitely deep HCAL as it does not correctly
account for the effect of leakage (which is why it deviates
significantly from the ILD Calorimetric only curve at high
energies).

8. Dependence on hadron shower modelling

The results of the above studies rely on the accuracy of the MC
simulation in describing EM and hadronic showers. The Geant4
MC provides a good description of EM showers as has been
demonstrated in a series of test-beam experiments [27] using a
Silicon–Tungsten ECAL of the type assumed for the ILD detector

Table 5
The PFlow jet energy resolution obtained with PandoraPFA broken down into contributions from: intrinsic calorimeter resolution, imperfect tracking, leakage and
confusion.

Contribution Jet Energy Resolution rms90ðEjÞ=Ej

Ej ¼ 45GeV Ej ¼ 100GeV Ej ¼ 180GeV Ej ¼ 250GeV

Total (%) 3.7 2.9 3.0 3.1
Resolution (%) 3.0 2.0 1.6 1.3
Tracking (%) 1.2 0.7 0.8 0.8
Leakage (%) 0.1 0.5 0.8 1.0
Other (%) 0.6 0.5 0.9 1.0
Confusion (%) 1.7 1.8 2.1 2.3

(i) Confusion (photons) (%) 0.8 1.0 1.1 1.3
(ii) Confusion (neutral hadrons) (%) 0.9 1.3 1.7 1.8
(iii) Confusion (charged hadrons) (%) 1.2 0.7 0.5 0.2

The different confusion terms correspond to: (i) hits from photons which are lost in charged hadrons; (ii) hits from neutral hadrons that are lost in charged hadron clusters;
and (iii) hits from charged hadrons that are reconstructed as a neutral hadron cluster.
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Fig. 9. The contributions to the PFlow jet energy resolution obtained with
PandoraPFA as a function of energy. The total is (approximately) the quadrature
sum of the components.
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Fig. 10. The empirical functional form of the jet energy resolution obtained from
PFlow calorimetry (PandoraPFA and the ILD concept). The estimated contribution
from the confusion term only is shown (dotted). The dot-dashed curve shows a
parameterisation of the jet energy resolution obtained from the total calorimetric
energy deposition in the ILD detector. In addition, the dashed curve,
50%=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
" 3:0%, is shown to give an indication of the resolution achievable

using a traditional calorimetric approach.
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neutral hadrons being lost within charged hadron showers. For all
jet energies considered, fragments from charged hadrons, which
tend to be relatively low in energy, do not contribute significantly
to the jet energy resolution.

The numbers in Table 5 can be used to obtain an semi-
empirical parameterisation of the jet energy resolution:

rms90
E

¼
21ffiffiffi
E

p " 0:7" 0:004E" 2:1
E

100

" #0:3

%

where E is the jet energy in GeV. The four terms in the expression,
respectively, represent: the intrinsic calorimetric resolution;
imperfect tracking; leakage and confusion. This functional form
is shown in Fig. 10. It is worth noting that the predicted jet energy
resolutions for 375 and 500GeV jets are in good agreement with
those found for MC events (see Table 3); these data were not used
in the determination of the parameterisation of the jet energy
resolution.

For a significant range of the jet energies relevant for the ILC,
high granularity PFlow results in a jet energy resolution which is
roughly a factor two better than the best achieved at LEP
(sE=E¼ 6:8% at

ffiffi
s

p
¼MZ). The ILC jet energy goal of sE=Eo3:8%

is reached in the jet energy range 40–420GeV.
Fig. 10 also shows a parameterisation of the jet energy

resolution ðrms90Þ obtained from a simple sum of the total

calorimetric energy deposited in the ILD detector concept. The
degradation in energy resolution for high energy jets is due to
non-containment of hadronic showers. It is worth noting that
even for the highest energies jets considered, PFlow reconstruc-
tion significantly improves the resolution compared to the purely
calorimetric approach. The performance of PFlow calorimetry also
is compared to 50%=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
" 3:0% which is intended to give an

indication of the resolution which might be achieved using a
traditional calorimetric approach. This parameterisation effec-
tively assumes an infinitely deep HCAL as it does not correctly
account for the effect of leakage (which is why it deviates
significantly from the ILD Calorimetric only curve at high
energies).

8. Dependence on hadron shower modelling

The results of the above studies rely on the accuracy of the MC
simulation in describing EM and hadronic showers. The Geant4
MC provides a good description of EM showers as has been
demonstrated in a series of test-beam experiments [27] using a
Silicon–Tungsten ECAL of the type assumed for the ILD detector

Table 5
The PFlow jet energy resolution obtained with PandoraPFA broken down into contributions from: intrinsic calorimeter resolution, imperfect tracking, leakage and
confusion.

Contribution Jet Energy Resolution rms90ðEjÞ=Ej

Ej ¼ 45GeV Ej ¼ 100GeV Ej ¼ 180GeV Ej ¼ 250GeV

Total (%) 3.7 2.9 3.0 3.1
Resolution (%) 3.0 2.0 1.6 1.3
Tracking (%) 1.2 0.7 0.8 0.8
Leakage (%) 0.1 0.5 0.8 1.0
Other (%) 0.6 0.5 0.9 1.0
Confusion (%) 1.7 1.8 2.1 2.3
(i) Confusion (photons) (%) 0.8 1.0 1.1 1.3
(ii) Confusion (neutral hadrons) (%) 0.9 1.3 1.7 1.8
(iii) Confusion (charged hadrons) (%) 1.2 0.7 0.5 0.2

The different confusion terms correspond to: (i) hits from photons which are lost in charged hadrons; (ii) hits from neutral hadrons that are lost in charged hadron clusters;
and (iii) hits from charged hadrons that are reconstructed as a neutral hadron cluster.
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energy deposition in the ILD detector. In addition, the dashed curve,
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" 3:0%, is shown to give an indication of the resolution achievable

using a traditional calorimetric approach.
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Trends and Perspectives in Calorimetry

Understand particle flow 
performance

• Particle flow is always a gain 
– even at high jet energies 

• Calorimeter resolution does matter 
– dominates up to ~ 100 GeV 
– contributes to resolve confusion 

• Leakage plays a role, too 
– but less than in classic case
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neutral hadrons being lost within charged hadron showers. For all
jet energies considered, fragments from charged hadrons, which
tend to be relatively low in energy, do not contribute significantly
to the jet energy resolution.

The numbers in Table 5 can be used to obtain an semi-
empirical parameterisation of the jet energy resolution:

rms90
E

¼
21ffiffiffi
E

p " 0:7" 0:004E" 2:1
E

100

" #0:3

%

where E is the jet energy in GeV. The four terms in the expression,
respectively, represent: the intrinsic calorimetric resolution;
imperfect tracking; leakage and confusion. This functional form
is shown in Fig. 10. It is worth noting that the predicted jet energy
resolutions for 375 and 500GeV jets are in good agreement with
those found for MC events (see Table 3); these data were not used
in the determination of the parameterisation of the jet energy
resolution.

For a significant range of the jet energies relevant for the ILC,
high granularity PFlow results in a jet energy resolution which is
roughly a factor two better than the best achieved at LEP
(sE=E¼ 6:8% at

ffiffi
s

p
¼MZ). The ILC jet energy goal of sE=Eo3:8%

is reached in the jet energy range 40–420GeV.
Fig. 10 also shows a parameterisation of the jet energy

resolution ðrms90Þ obtained from a simple sum of the total

calorimetric energy deposited in the ILD detector concept. The
degradation in energy resolution for high energy jets is due to
non-containment of hadronic showers. It is worth noting that
even for the highest energies jets considered, PFlow reconstruc-
tion significantly improves the resolution compared to the purely
calorimetric approach. The performance of PFlow calorimetry also
is compared to 50%=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
" 3:0% which is intended to give an

indication of the resolution which might be achieved using a
traditional calorimetric approach. This parameterisation effec-
tively assumes an infinitely deep HCAL as it does not correctly
account for the effect of leakage (which is why it deviates
significantly from the ILD Calorimetric only curve at high
energies).

8. Dependence on hadron shower modelling

The results of the above studies rely on the accuracy of the MC
simulation in describing EM and hadronic showers. The Geant4
MC provides a good description of EM showers as has been
demonstrated in a series of test-beam experiments [27] using a
Silicon–Tungsten ECAL of the type assumed for the ILD detector

Table 5
The PFlow jet energy resolution obtained with PandoraPFA broken down into contributions from: intrinsic calorimeter resolution, imperfect tracking, leakage and
confusion.

Contribution Jet Energy Resolution rms90ðEjÞ=Ej

Ej ¼ 45GeV Ej ¼ 100GeV Ej ¼ 180GeV Ej ¼ 250GeV

Total (%) 3.7 2.9 3.0 3.1
Resolution (%) 3.0 2.0 1.6 1.3
Tracking (%) 1.2 0.7 0.8 0.8
Leakage (%) 0.1 0.5 0.8 1.0
Other (%) 0.6 0.5 0.9 1.0
Confusion (%) 1.7 1.8 2.1 2.3

(i) Confusion (photons) (%) 0.8 1.0 1.1 1.3
(ii) Confusion (neutral hadrons) (%) 0.9 1.3 1.7 1.8
(iii) Confusion (charged hadrons) (%) 1.2 0.7 0.5 0.2

The different confusion terms correspond to: (i) hits from photons which are lost in charged hadrons; (ii) hits from neutral hadrons that are lost in charged hadron clusters;
and (iii) hits from charged hadrons that are reconstructed as a neutral hadron cluster.

EJET/GeV

rm
s 9

0/E
je

t [
%

]

0

1

2

3

4 Total
Resolution
Confusion

Other
Leakage

0 50 100 150 200 250

Fig. 9. The contributions to the PFlow jet energy resolution obtained with
PandoraPFA as a function of energy. The total is (approximately) the quadrature
sum of the components.
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energy deposition in the ILD detector. In addition, the dashed curve,
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" 3:0%, is shown to give an indication of the resolution achievable

using a traditional calorimetric approach.
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neutral hadrons being lost within charged hadron showers. For all
jet energies considered, fragments from charged hadrons, which
tend to be relatively low in energy, do not contribute significantly
to the jet energy resolution.

The numbers in Table 5 can be used to obtain an semi-
empirical parameterisation of the jet energy resolution:

rms90
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where E is the jet energy in GeV. The four terms in the expression,
respectively, represent: the intrinsic calorimetric resolution;
imperfect tracking; leakage and confusion. This functional form
is shown in Fig. 10. It is worth noting that the predicted jet energy
resolutions for 375 and 500GeV jets are in good agreement with
those found for MC events (see Table 3); these data were not used
in the determination of the parameterisation of the jet energy
resolution.

For a significant range of the jet energies relevant for the ILC,
high granularity PFlow results in a jet energy resolution which is
roughly a factor two better than the best achieved at LEP
(sE=E¼ 6:8% at

ffiffi
s

p
¼MZ). The ILC jet energy goal of sE=Eo3:8%

is reached in the jet energy range 40–420GeV.
Fig. 10 also shows a parameterisation of the jet energy

resolution ðrms90Þ obtained from a simple sum of the total

calorimetric energy deposited in the ILD detector concept. The
degradation in energy resolution for high energy jets is due to
non-containment of hadronic showers. It is worth noting that
even for the highest energies jets considered, PFlow reconstruc-
tion significantly improves the resolution compared to the purely
calorimetric approach. The performance of PFlow calorimetry also
is compared to 50%=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
" 3:0% which is intended to give an

indication of the resolution which might be achieved using a
traditional calorimetric approach. This parameterisation effec-
tively assumes an infinitely deep HCAL as it does not correctly
account for the effect of leakage (which is why it deviates
significantly from the ILD Calorimetric only curve at high
energies).

8. Dependence on hadron shower modelling

The results of the above studies rely on the accuracy of the MC
simulation in describing EM and hadronic showers. The Geant4
MC provides a good description of EM showers as has been
demonstrated in a series of test-beam experiments [27] using a
Silicon–Tungsten ECAL of the type assumed for the ILD detector

Table 5
The PFlow jet energy resolution obtained with PandoraPFA broken down into contributions from: intrinsic calorimeter resolution, imperfect tracking, leakage and
confusion.

Contribution Jet Energy Resolution rms90ðEjÞ=Ej

Ej ¼ 45GeV Ej ¼ 100GeV Ej ¼ 180GeV Ej ¼ 250GeV

Total (%) 3.7 2.9 3.0 3.1
Resolution (%) 3.0 2.0 1.6 1.3
Tracking (%) 1.2 0.7 0.8 0.8
Leakage (%) 0.1 0.5 0.8 1.0
Other (%) 0.6 0.5 0.9 1.0
Confusion (%) 1.7 1.8 2.1 2.3
(i) Confusion (photons) (%) 0.8 1.0 1.1 1.3
(ii) Confusion (neutral hadrons) (%) 0.9 1.3 1.7 1.8
(iii) Confusion (charged hadrons) (%) 1.2 0.7 0.5 0.2

The different confusion terms correspond to: (i) hits from photons which are lost in charged hadrons; (ii) hits from neutral hadrons that are lost in charged hadron clusters;
and (iii) hits from charged hadrons that are reconstructed as a neutral hadron cluster.
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PandoraPFA as a function of energy. The total is (approximately) the quadrature
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PFlow calorimetry (PandoraPFA and the ILD concept). The estimated contribution
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parameterisation of the jet energy resolution obtained from the total calorimetric
energy deposition in the ILD detector. In addition, the dashed curve,
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" 3:0%, is shown to give an indication of the resolution achievable

using a traditional calorimetric approach.
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Total Res. (250 GeV) 3.1 
%Confusion 2.3 
%   i) Photons 1.3 
%  ii) Neutral hadrons 1.8 
% iii) Charged hadrons 0.2 
%

29M.Thomson, Nucl.Instrum.Meth. A611 (2009) 25-40
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Particle flow and pile-up

• Studied intensively for CLIC: harsh backgrounds and short BX 0.5 ns 
• Overlay γγ events from 60 BX, take sub-detector specific integration 

times, multi-hit capability and time-stamping accuracy into account 
• Apply combination of topological, pt and timing cuts on cluster level 

(sub-ns accuracy)

30

Z @ 1 TeV + 1.4 TeV BG (reconstructed particles)
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Particle flow and pile-up

• Studied intensively for CLIC: harsh backgrounds and short BX 0.5 ns 
• Overlay γγ events from 60 BX, take sub-detector specific integration 

times, multi-hit capability and time-stamping accuracy into account 
• Apply combination of topological, pt and timing cuts on cluster level 

(sub-ns accuracy)

30

Z @ 1 TeV
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Particle flow detectors

• Large radius, high magnetic 
field, calorimeters inside coil 

• Dense and compact design

31

• Very high granularity  
– order of Moliere radius 
– ECAL: 0.5 - 1 cm, 108 cells 
– HCAL: 1 - 3 cm, 107 -108 cells
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Calorimeter cost

• Costing is at a very early stage 
• Yet, many lessons learnt from 2nd 

generation prototypes 
• Example ILD scint HCAL: 45M 

– 10M fix, rest ~ volume 
– 10M absorber, rest ~ area (nLayer) 
– 16M PCB, scint, rest ~ channels 
– 10 M SiPMs and ASICs 

• HCAL cost is rather driven by 
instrumented area then by cell size 

• ECAL cost driver: silicon area 
– ILD 2500 m2, SiD 1200 m2  
– cf. CMS tracker 200 m2  
– cf. CMS ECAL+HCAL endcap 600 m2

32

ILD

7.3. ILD cost evaluation

Figure III-7.2
Summary plot of the
relative contribution
by the di�erent sub-
components to the
total cost of the ILD
detector.

7.3.6 Muon system

The muon system being made of scintillator read out with SiPM like the AHCAL, the costs have been
derived from there. It corresponds mostly to the procurements of materials without assembly and
tooling. The cost is dominated by the costs if the sensor system. In total 6.5 MILCU is estimated.

7.3.7 Cost summary

The total cost of the ILD detector is summarised in Table III-7.7. The distribution of the costs
Table III-7.7
Summary table of the
cost estimate of the
ILD detector. Depend-
ing on the options used
the cost range is be-
tween 336 Mio ILCU
and 421 Mio ILCU.

System Option Cost [MILCU] Mean Cost [MILCU]

Vertex 3.4
Silicon tracking inner 2.3 2.3
Silicon tracking outer 21.0 21.0
TPC 35.9 35.9
ECAL 116.9

SiECAL 157.7
ScECAL 74.0

HCAL 44.9
AHCAL 44.9
SDHCAL 44.8

FCAL 8.1 8.1
Muon 6.5 6.5
Coil, incl anciliaries 38.0 38.0
Yoke 95.0 95.0
Beamtube 0.5 0.5
Global DAQ 1.1 1.1
Integration 1.5 1.5
Global Transportation 12.0 12.0

Sum ILD 391.8

among the di�erent systems is shown in Figure III-7.2.
The cost driving items are the yoke, and the calorimeter system. The cost for the integration

is an estimate of the scenario described in section 5.1, and might vary significantly with di�erent
scenarios. It includes the extra cost for the large platform (see chapter 5.5.1) on which the detectors
moves, as well as the extra costs of the cryogenics needed to allow a cold move of the detector. The
o�ine computing represents a significant cost. Owing to the continued large advances in computing
technology, we have estimated this at 20% of the equivalent cost for a LHC detector.

A first estimate of the person-power needed has been done. For each calorimeter it is estimate to
be around 200 MY, for the coil, 500 MY. From this the total person-power needed is extrapolated to

Detectors: ILD Detailed Baseline Design ILC Technical Design Report: Volume 4, Part III 309

fraction 
of 392

Chapter 12. SiD Costs

Table II-12.2
Summary of Costs per
Subsystem.

M&S M&S
Base Contingency Engineering Technical Admin

(M US-$) (M US-$) (MY) (MY) (MY)

Beamline Systems 3.7 1.4 4.0 10.0
VXD 2.8 2.0 8.0 13.2
Tracker 18.5 7.0 24.0 53.2
ECAL 104.8 47.1 13.0 288.0
HCAL 51.2 23.6 13.0 28.1
Muon System 8.3 3.0 5.0 22.1
Electronics 4.9 1.6 44.1 41.7
Magnet 115.7 39.7 28.3 11.8
Installation 4.1 1.1 4.5 46.0
Management 0.9 0.2 42.0 18.0 30.0

314.9 126.7 186.0 532.1 30.0

Structure using the SLAC program WBS. WBS facilitates the description of the costs as a hierarchical
breakdown with increasing levels of detail. Separate tables describe cost estimates for purchased
M&S and labour. These tables include contingencies for each item, and these contingencies are
propagated by WBS. The M&S costs are estimated in 2008 US-$ except for those items described in
Table II-12.1.

Labour is estimated in man-hours or man-years as convenient. The WBS had about 50 labour
types, but they are condensed to engineering, technical, and clerical for this estimate. The statement
of base M&S and labour in man-years by the three categories results in a cost which we believe is
comparable to that used by the ILC machine, and is referred to here as the ILC cost.

Contingency is estimated for each quantity to estimate the uncertainties in the costs of the
detector components. However, we do not use the ILC value system for these estimates. Items
which are commodities, such as detector iron, have had costs swinging wildly over the last few years.
While there is agreement on a set of important unit costs, those quantities also have ”error margins”.
SiD, ILD, and CLIC have worked together to reach agreed values for some unit costs as shown in
Table II-12.1.
Figure II-12.1
Subsystem M&S Costs
in million US-$, the
error bars show the
contingency per subsys-
tem.
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There are a substantial set of interfaces in the interaction region hall. For the purpose of this
estimate, the following has been assumed:

• The hall itself, with finished surfaces, lighting, and HVAC are provided by the machine.

• Utilities, including 480 VAC power, LCW, compressed air, and Internet connections are provided.

• An external He compressor system with piping to the hall is provided. The refrigeration and
associated piping is an SiD cost.

• All surface buildings, gantry cranes, and hall cranes are provided by the machine.

174 ILC Technical Design Report: Volume 4, Part II

sum = 315



MC

Particle Flow Calorimetry Felix Sefkow     Tokyo, March 11, 2016 

Main ideas:

• Linear collider physics demands 3-4% jet energy resolution, 
which cannot be achieved with classical calorimetry 

• Particle flow detectors achieve this precision over a wide 
energy range for ILC and CLIC  
– even in harsh back/ground condition and with pile-up 

• Particle flow calorimeters feature good energy resolution and 
high granularity, 10 to 100 million channels 

• Detector cost driven by instrumented area rather than cell 
size

33



Technologies and  
test beam performance 

34
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Particle flow technologies

35

5 

Assembling procedure 

6mm(active area) + 5mm(steel) =  
11 mm thickness 

Gas 
outlet 

     HV  
connection 

Gas 
inlet 

PCB support (polycarbonate) 
PCB (1.2mm)+ASICs(1.7 mm) 

Mylar layer (50µ) 

Readout ASIC 
(Hardroc2, 1.6mm) 

PCB interconnect 
Readout pads 
(1cm x 1cm) 

Mylar (175µ) 

Glass fiber frame (≈1.2mm) 

Cathode glass (1.1mm) 
+ resistive coating 

Anode glass (0.7mm) 
+ resistive coating 

Ceramic ball spacer (1.2mm) 

Gas gap 

Structure of an active layer of the SDHCAL 

Large GRPC R&D 

#   Negligible dead zone 
    (tiny ceramic spacers) 
#  Efficient gas distribution system 
    (channeling gas inlet and outlet) 
#  Homogenous resistive coating 
   (special paint mixture, silk screen print)   
 

• Silicon (ECAL) 
– most compact solution, stable 

calibration 
– 0.5 - 1 cm2 cell size 
– MAPS pixels also studied 

• Scintillator SiPM (ECAL, HCAL) 
– robust and reliable, SiPMs.. 
– ECAL strips: 0.5 - 1 cm eff. 
– HCAL tiles: 3x3 cm2 

• Gaseous technologies 
– fine segmentation: 1 cm2 
– Glass RPCs: well known, safe 
– MPGDs: proportional, rate-

capable 
• GEMs, Micromegas

12µm 
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Calorimeter technologies

• ILD, SiD 
• ILC, CLIC

36

or semi-digital 

full prototypes



MC

Particle Flow Calorimetry Felix Sefkow     Tokyo, March 11, 2016 

Test beam prototypes

37

Figure 1: An photograph of the prototype in front of the CALICE AHCAL.

The four edges of each strip were polished to precisely control the strip size and give good sur-104

face reflection. From a randomly chosen sample of twenty strips, the measured mean (±standard105

deviation) of the widths, lengths and thicknesses were 9.85(±0.01)mm, 44.71(±0.04) mm, and106

3.02(±0.02)mm, respectively. A double clad 1 mm diameter Y-11 WLS fiber1, of length 43.6107

± 0.1 mm, was inserted in the hole of each strip. Each strip was enveloped in a 57 µm-thick108

reflector foil, provided by KIMOTO Co., Ltd. This foil has evaporated silver and aluminum109

layers between layers of polyethylene terephthalate, and has a reflection ratio of 95.2% for light110

with a wavelength of 450 nm[11]. Each scintillator strip has a 2.5mm diameter hole on the111

reflector to allow the LED light to come through for Gain monitoring.112

A shade, made of reflector film, was used to prevent scintillation photons impinging directly113

onto the MPPC, without passing through the WLS fiber. The detection of such direct scintilla-114

tion photons can give rise to a strongly position-dependent response. When the shade is used,115

the response to single particles at the end of the strip far from the MPPC is 88.3± 0.4% of that116

directly in front of the MPPC. A photograph a shade attached to the inside of the scintillator117

notch is shown in Fig. 5. Nine MPPCs were soldered onto a polyimide flat cable, as shown in118

Fig. 4, and were then inserted into the strips’ MPPC housings.119

Each pair of absorber and scintillator layers was held in a steel mechanical frame. Each120

frame held four 100mm× 100mm× (3.49±0.01)mm tungsten carbide plates aligned to make a121

200 mm × 200 mm absorber layer in front of the scintillator. The measured density of eight122

absorber plates was 14.25±0.04 g/cm3, and the mass fractions of different elemental compo-123

nents were measured using X-ray diffraction and energy-dispersive X-ray spectroscopy to be124

(tungsten:carbon:cobalt:chrome) = (0.816:0.055:0.125:0.005). The orientation of each layer was125

rotated by 90◦ with respect to that of the previous layer.126

In order to monitor the sensitivity of each MPPC, a LED-based gain monitoring system127

was implemented in the prototype. Each of the eighteen strips in one row was supplied with128

LED light by a clear optical fibre in which notches had been machined at appropriate positions.129

Figure 6 shows a photograph of these fibers, in which light can be seen being emitted by the130

notches. The LED is driven by a dedicated board [12]. The ADC–photo-pixel conversion factor131

of each MPPC was measured during the test beam experiment by using this LED system. This132

conversion factor was used to implement the MPPC saturation correction discussed in the next133

section.134

1provided by KURARAY Co., Ltd.
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Testing in Beams 
Fermilab MT6  
 

  October 2010 – November 2011 
  1 – 120 GeV 
  Steel absorber (CALICE structure) 

 
CERN PS 
 

  May 2012 
  1 – 10 GeV/c 
  Tungsten absorber  
    (structure provided by CERN) 
 

CERN SPS 
 

   June, November 2012 
   10 – 300 GeV/c 
   Tungsten absorber 

Test Beam Muon events Secondary beam 

Fermilab 9.4 M 14.3 M 

CERN 4.9 M 22.1 M 

TOTAL 14.3 M 36.4 M 

A unique data sample 

RPCs flown to Geneva 
All survived transportation 

The SDHCAL prototype Test beam and data taking Particle identification Energy Reconstruction Summary

SDHCAL Description

Sampling calorimeter
Size : 51 stainless steel plates + 50 active
layers æ 1 ◊ 1 ◊ 1.3m

3

Active layer :
- Gaseous detector : GRPC (Glass Resistive

Plate Chamber) of 1m2

- Gas mixture : 93%TFE ; 5%CO2; 2%SF6
- HV : ≥ 6.9kV in avalanche mode

Readout :
- 96 ◊ 96 pads per layer ∆ more than 460k

channels for the whole prototype
- Semi-digital readout : 3 thresholds on the

induced charge to have a better idea on
the deposited energy

Radiator :
- 50 ◊ 20mm stainless steel ∆ ≥ 6⁄I

Arnaud Steen ( IPNL / Université Lyon 1 ) Results of the SDHCAL technological prototype 14/11/2013 4 / 28

SiW ECAL Scint AHCAL, Fe & WScintW ECAL

RPC DHCAL, Fe & W RPC SDHCAL, Fe
plus tests with small 
numbers of layers:

- ECAL, AHCAL with 
integrated electronics

- Micromegas and GEMs
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EM shower  

11

6years

linearitydeviation from lin.
energy resolution

CALICE ECALs performance
 

 


 


 


 



 
 


 
   
 


 
 
   



   





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π+

π0

e

W Si W Scint 


  


  

  

  


 

 

• data and sim agree 

NIM	A608	(2009)	372

analysis, and the other one, ScECALGainfit, was created by using a code in the CALICE
software, ScECALGainTempDependProcessor. The latter has the data elements of dcp.e./dT ,
cp.e.(T0 = 20◦C), and the error of those and the number of temperature points measured suc-
cessfully for each channel. Since the mean of dcp.e./dT of all the channels of the prototype from
ScECALGainfit was applied for the temperature correction on cp.e.(T0), cp.e.(T0) should have
been taken from the same database for consistency in CALICE Analysis Note 016-b (CAN-
016b) [1]. Therefore, we reanalyzed whole of events with ScECALGainfit instead of ScECALGain
in this update note.

3 Updated result with ScECALGainfit

Figure 1 left top shows the mean deposited energy as a function of the incident beam momentum
with ScECALGain, with the deviation from the fitted line shown in the bottom panel. These plots
are taken from CAN-016b. Figure 1 right also shows the same plots but with ScECALGainfit.
In particular the deviation from the fit shows the improvement of the linearity with the new
calibration.
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Figure 1: Response linearity with cp.e. of ScECALGain (left) and of ScECALGainfit (right).

)GeV/c (1/ dumm 
beam
p1/ 

0 0.2 0.4 0.6 0.8

(%
)

du
m

m
y1

2
 

E
 / 

E
σ

0

2

4

6

8

10

12
CALICE ScECAL

dupreliminary
dumOutdated

calibration

)GeV/c (1/ dumm 
beam
p1/ 

0 0.2 0.4 0.6 0.8

(%
)

du
m

m
y1

2
 

E
 / 

E
σ

0

2

4

6

8

10

12
CALICE ScECAL

dupreliminary

Figure 2: Energy resolution with cp.e. of ScECALGain (left) and of ScECALGainfit (right).
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Scintillator HCAL performance

• 38 layer steel and tungsten  
• 7608 channels: first large scale 

SiPM application 
• very robust: 6 years of data taking 

at DESY, CERN, Fermilab 
• a very good calorimeter, too 

39
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Figure 4. Energy resolution versus beam energy without compensation and after local and global software
compensation. The curves show fits using Equation 2.2, with the black solid line showing the fit to the
uncorrected resolution, the red dotted line to the global software compensation and the blue dashed line to
the local software compensation. The stochastic term is (57.6± 0.4)%, (45.8± 0.3)% and (44.3± 0.3)%,
with constant terms of (1.6± 0.3)%, (1.6± 0.2)% and (1.8± 0.3)% for the uncorrected resolution, global
software compensation and local software compensation, respectively.

signal by a single energy-independent factor accounting for the non-measured energy depositions
in the passive absorber material.

The calorimeter response to hadron-induced showers is more complicated [14], since these
showers have contributions from two different components: an electromagnetic component, origi-
nating primarily from the production of p0s and hs and their subsequent decay into photon pairs;
and a purely hadronic component. The latter includes “invisible” components from the energy
loss due to the break-up of absorber nuclei, from low-energy particles absorbed in passive material
and from undetected neutrons, depending on the active material. This typically leads to a reduced
response of the calorimeter to energy in the hadronic component, and thus overall to a smaller
calorimeter response to hadrons compared to electromagnetic particles of the same energy. Since
the production of p0s and hs are statistical processes, the relative size of the two shower compo-
nents fluctuates from shower to shower, which, combined with the differences in visible signal for
electromagnetic and purely hadronic energy deposits, leads to a deterioration of the energy resolu-
tion. In addition, the average fraction of energy in the electromagnetic component depends on the
number of subsequent inelastic hadronic interactions and thus on the initial particle energy. The
electromagnetic fraction of hadronic showers increases with increasing particle energy [15], often
resulting in a non-linear response for non-compensating calorimeters.

– 8 –

σ/E = 45.1%/√E ⊕1.7% ⊕ 0.18/E

JINST	7,	P00917	(2012)software compensation
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Event displays

• pions 80 GeV 
• W absorber
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energy ECAL+AHCAL corr [GeV]
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Leakage estimation

• Exploit the fine granularity 
• ECAL 1λ, HCAL 4.5λ 
• Observables 

– shower start  
– energy fraction in rear layers 
– measured energy

41
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Gaseous calorimeters

• Gaseous HCAL with analogue readout 
would have poor resolution 

– small sampling, large Landau fluctuations 
• Digital calorimeter idea: count particles, 

ignore fluctuations 
– 1cm2 cells: saturate above 30 GeV 

• Semi-digital idea: mitigate saturation 
using several thresholds and weights 

– assumes signal prop. to E deposition

42
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– small sampling, large Landau fluctuations 
• Digital calorimeter idea: count particles, 

ignore fluctuations 
– 1cm2 cells: saturate above 30 GeV 

• Semi-digital idea: mitigate saturation 
using several thresholds and weights 

– assumes signal prop. to E deposition
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5

Gaseous hadron calorimeter (“AHCAL”)

A Monte Carlo simulation shows that
a gaseous sampling Fe HCAL as proposed by CALICE

Is not compensated (e/h > 1) and therefore non-linear.

Should have a poor energy resolution due to the
Landau fluctuations arising from a small sampling fraction. 

MC sim. Proto.: 2 m deep  (~ 10 λint), 100 layers of 1x1 m2 with 1x1 cm2 pads – Assume proportionality: Evis = Edep

...

Resolution to π-

~ 90% / √E + 3%

Performance of a gaseous HCAL with analogue readout

Visible energy

E/h ratio

M.Chefdeville
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5

Gaseous hadron calorimeter (“AHCAL”)

A Monte Carlo simulation shows that
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GEM performance (1/2)

Detailed characterisation with KPIX

Radioactive sources
→ MIP values
→ Gain curves
→ P/T dependence

Particle beams
→ efficiency & multiplicity
→ threshold effects
→ uniformity

Efficiency VS threshold

55Fe spectrum in Ar/CO2

MIP distribution

TB data

TB data

GEM

M.Chefdeville
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Gaseous hadron calorimeter (“AHCAL”)

A Monte Carlo simulation shows that
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Landau fluctuations arising from a small sampling fraction. 
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6

Is it worse with a digital readout?

Saturated response described by e.g. N(E) = a/b * log (1 + b*E).

(In the meantime: e/h is now < 1 for E > 10 GeV)

After reconstructing the energy in the simplest way: N(E) → E(N)

The resolution is better than the one obtained with an analogue readout up to 40 GeV.

Beyond ~ 30 GeV, saturation degrades the energy resolution.

Gaseous hadron calorimeter (DHCAL)

Number
of hits

Nhit response Resolution

Software compensation is a possible way to restore linearity and resolution (not used here)

19

GEM performance (1/2)

Detailed characterisation with KPIX

Radioactive sources
→ MIP values
→ Gain curves
→ P/T dependence

Particle beams
→ efficiency & multiplicity
→ threshold effects
→ uniformity

Efficiency VS threshold

55Fe spectrum in Ar/CO2
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Is it worse with a digital readout?

Saturated response described by e.g. N(E) = a/b * log (1 + b*E).

(In the meantime: e/h is now < 1 for E > 10 GeV)

After reconstructing the energy in the simplest way: N(E) → E(N)

The resolution is better than the one obtained with an analogue readout up to 40 GeV.

Beyond ~ 30 GeV, saturation degrades the energy resolution.

Gaseous hadron calorimeter (DHCAL)

Number
of hits

Nhit response Resolution

Software compensation is a possible way to restore linearity and resolution (not used here)

7

Improve the resolution above 30 GeV with additional readout thresholds (2 bit / cell)

Combine the information in some way (weighting, likelihood...).
With a particular set of thresholds, simulation promises quite some improvement w.r.t. the pure digital case.

Better energy resolution over simulated energy range

This conclusion is independent of the type of detector used (3 mm of argon).

Nevertheless, it assumes proportionality: cell signal are proportional to the deposited energy.

Gaseous hadron calorimeter (SDHCAL)

Reconstructed energy Energy resolution
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GEM performance (1/2)
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TB data
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GEM

M.Chefdeville
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RPC operation principle

Avalanche or streamer mode (depending on HV)

Fast (< 1 ns) and large MIP signals (1-10 pC)

Spark-proof but rate limited (100 MIP/cm2/s with typical resistivities)

The multiplication stops by itself when the space charge field becomes too high.

The applied field settles back after a certain recovery time given by the resistivity of the glass.

Avalanche mode
MIP signals

Avalanche charge
VS applied voltage

Gaseous calorimeters

• Gaseous HCAL with analogue readout 
would have poor resolution 

– small sampling, large Landau fluctuations 
• Digital calorimeter idea: count particles, 

ignore fluctuations 
– 1cm2 cells: saturate above 30 GeV 

• Semi-digital idea: mitigate saturation 
using several thresholds and weights 

– assumes signal prop. to E deposition
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5

Gaseous hadron calorimeter (“AHCAL”)

A Monte Carlo simulation shows that
a gaseous sampling Fe HCAL as proposed by CALICE

Is not compensated (e/h > 1) and therefore non-linear.

Should have a poor energy resolution due to the
Landau fluctuations arising from a small sampling fraction. 

MC sim. Proto.: 2 m deep  (~ 10 λint), 100 layers of 1x1 m2 with 1x1 cm2 pads – Assume proportionality: Evis = Edep

...

Resolution to π-

~ 90% / √E + 3%

Performance of a gaseous HCAL with analogue readout

Visible energy

E/h ratio

6

Is it worse with a digital readout?

Saturated response described by e.g. N(E) = a/b * log (1 + b*E).

(In the meantime: e/h is now < 1 for E > 10 GeV)

After reconstructing the energy in the simplest way: N(E) → E(N)

The resolution is better than the one obtained with an analogue readout up to 40 GeV.

Beyond ~ 30 GeV, saturation degrades the energy resolution.

Gaseous hadron calorimeter (DHCAL)

Number
of hits

Nhit response Resolution

Software compensation is a possible way to restore linearity and resolution (not used here)

7

Improve the resolution above 30 GeV with additional readout thresholds (2 bit / cell)

Combine the information in some way (weighting, likelihood...).
With a particular set of thresholds, simulation promises quite some improvement w.r.t. the pure digital case.

Better energy resolution over simulated energy range

This conclusion is independent of the type of detector used (3 mm of argon).

Nevertheless, it assumes proportionality: cell signal are proportional to the deposited energy.

Gaseous hadron calorimeter (SDHCAL)

Reconstructed energy Energy resolution

19

GEM performance (1/2)

Detailed characterisation with KPIX

Radioactive sources
→ MIP values
→ Gain curves
→ P/T dependence

Particle beams
→ efficiency & multiplicity
→ threshold effects
→ uniformity

Efficiency VS threshold

55Fe spectrum in Ar/CO2

MIP distribution

TB data

TB data

RPC

GEM

M.Chefdeville
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Digital RPC HCAL

• Resistive plate chambers 
• 1x1cm2 pads, 1 bit read-out 
• 500’000 channels 
• digitisation electronics embedded 
• tested with steel and tungsten 
• digital calorimetry does work

43

Digital Hadron Calorimeter (DHCAL)!

2*

Concept(of(the(DHCAL(
*
• *Imaging*hadron*calorimeter*
op)mized*for*use*with*PFA***

• *1Cbit*(digital)*readout*

• *1*x*1*cm2*pads*read*out*individually*
(embedded*into*calorimeter!) **

• *Resis)ve*Plate*Chambers*(RPCs)*as*
ac)ve*elements,*between*steel/
tungsten*

  Each*layer**with*an*area*of*~*1*x*1**m2*is*read*
out*by*96*x*96*pads.*

  The*DHCAL*prototype*has*up*to*54*layers*
including*the*tail*catcher*(TCMT)*~*0.5M*
readout*channels*(world*record*in*calorimetry!)*

*

14 

   

  

  
Figure 9. Mean response (a, c, e) and resolution (b, d, f) for the uncalibrated pion data (black) and the 
three calibration schemes (full calibration – red; density-weighted calibration – green; hybrid 
calibration – blue). For all calibration schemes, the fit quality is improved both for mean response (a, c, 
e) and resolution (b, d, f) compared to the fits to the uncalibrated data. The resolution fits (b, d, f) are 
up to 25 GeV (solid) and are extrapolated to 60 GeV (dashed). 
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Semi-digital RPC HCAL

• 48 RPC layers, 1cm2 pads 
• embedded electronics 

– power-cycled 
• 2 bit, 3 threshold read-out 

– mitigate resolution degradation 
at high energy

44

SDHCAL RPC (50 units)

!Large detectors : 100X100 cm2 RPC 
!Electronics :  HARDROC, embedded 
!Readout : one side of the 1m2

! Cassette design : ok, part of the absorber 
! DAQ : ok, not the final

CALICE meeting, Argonne March 2014

1m3 prototype CAN-037aDescription CERN SPS TB & Data Taking Particle Identification Energy Response Summary back-up

Binary vs Multi-threshold
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Figure 16.

sEreco
Ereco

of the reconstructed pion energy as a function of the beam energy. The reconstructed
energy is computed using the three thresholds information and the distributions are fitted with a Gaussian.
Blue points represent September 10 parameters data, magenta points – November 10 parameters data, red –
September 19 parameters data and green – November 19 parameters data.
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Validation of Geant 4 models

• just a few 
examples 

• altogether at 
5% or better

46
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Figure 14. Longitudinal energy profiles for 12 GeV π− data (shown as points), compared with simulations
using different physics lists. The mean energy in MIPs is plotted against the depth after the initial interaction,
in units of effective 1.4 mm tungsten layers. The total depth shown corresponds to ∼ 20 X0 or 0.8 λint.. The
breakdown of the Monte Carlo into the energy deposited by different particle categories is also indicated.
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Figure 15. Longitudinal energy profiles for data (shown as points) compared with simulations using two
physics lists, QGSP_BERT and FTFP_BERT, at four typical energies. The breakdown of the Monte Carlo
into the energy deposited by different particle categories is also indicated.

giving the best description. In the tails, most models lie within ∼10% of data; LHEP is consistently
low, as is FTF_BIC at lower energies.

On balance, it appears that the FTFP_BERT physics list, while not perfect, gives the best
overall description of the longitudinal development of these showers. We emphasise, however, that
this remark refers only to the early part of the shower which is developed in the ECAL; we are not
sensitive to the later parts of the shower.
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Figure 4. p/p ratio (a) without and (b) with correction for the available energy effect versus beam mo-
mentum for data and simulations of the CALICE Fe-AHCAL; error bars show the statistical uncertainties,
the mean reconstructed energies are corrected for contamination bias as described in section 2.5. The data
obtained with the CDF [24] and ATLAS [11] hadron calorimeters are shown with open diamonds and stars,
respectively.

The energy dependence of the p/p ratio is mainly driven by the difference in measurable
energy for mesons and baryons, which dominates below 20 GeV and gives way to other effects at
higher energies. This behaviour is qualitatively supported by the comparison of the left and right
plots in figure 3 and is quantitatively estimated in ref. [24]. The available energy effect can be taken
into account by multiplying the ratio of reconstructed energies by the ratio of measurable energies
Ebeam/Eproton

available. The difference between pion and proton response, which remains after taking into
account the available energy effect, amounts to 2–5% as follows from figure 4(b). This remaining
difference is related to the lower probability of p0 production in the interaction of a proton with a
nucleus [23].

Both physics lists tend to underestimate the p/p ratio above 20 GeV. The FTFP BERT physics
list underestimates the p/p ratio due to an overestimate of the pion response while the proton
response is reproduced within uncertainties. The predictions of QGSP BERT are closer to the data
because both pion and proton response is overestimated by this physics list above 20 GeV. At the
same time, abnormal behaviour is visible around the model transition region in the QGSP BERT
physics list.

3.3 Energy resolution

Absolute and relative energy resolutions for pions and protons are shown in figure 5 for data and
simulation with the FTFP BERT and QGSP BERT physics lists. The dashed curves in figure 5(b) and
(d) represent the result from ref. [13], in which the energy dependence of the relative pion energy
resolution is parametrised in the energy range 10–80 GeV as a quadratic sum

s
E

=
a1p

E
�a2�

a3

E
, (3.5)

– 12 –
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Longitudinal shower profiles

• Measure hadronic shower profiles from the reconstructed point of the first 
hard interaction 

• Parameterise in terms of 
– a short component related to electromagn. component 
– a long component related to the hadronic part 
– similar decomposition works for radial profiles
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Figure 11: Fit of function (2) (black curves) to longitudinal profiles of showers initiated
by (a,c) pions or (b,d) protons with initial energy 40 GeV and extracted from (a,b) data
or (c,d) simulations with FTFP BERT physics list. The red and blue curves show the
contributions of the ”short” and ”long” components, respectively.

23



MC

Particle Flow Calorimetry Felix Sefkow     Tokyo, March 11, 2016 

Longitudinal shower profiles

• Measure hadronic shower profiles from the reconstructed point of the first 
hard interaction 

• Parameterise in terms of 
– a short component related to electromagn. component 
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Figure 11: Fit of function (2) (black curves) to longitudinal profiles of showers initiated
by (a,c) pions or (b,d) protons with initial energy 40 GeV and extracted from (a,b) data
or (c,d) simulations with FTFP BERT physics list. The red and blue curves show the
contributions of the ”short” and ”long” components, respectively.
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independence of e is supported by the constant response to electrons observed for the
Fe-AHCAL in the energy range studied [4].

As follows from Fig. 2, the h/e ratio, extracted from the fit to longitudinal profiles, exhibits
the slow energy dependence. One of the possible explanations is the simplified representa-
tion, used in our studies to describe the longitudinal shower development. With increas-
ing energy of initial hadron, the probability of ⇡0 production in secondary interactions
increases as well resulting in more complicated structure of the longitudinal distribution
of the energy density. In the given representation, electromagnetic sub-showers, which
are produced far from the shower starting point, contribute more likely to the ”long”
component and the extracted h/e ratio might be overestimated with increasing energy.

At the same time, one can expect a worsening of the sampling with decreasing energy due
to wider angular distributions of secondaries as the radius of hadronic showers is known to
increase noticeably with decreasing energy. For instance, the mean radius of pion showers
is observed to change from 92 mm at 10 GeV to 76 mm at 30 GeV (which is more than by
15%) [3]. As follows from Fig. 2, the value of h/e, extracted from the fit to longitudinal
profiles, increases by ⇠8% from 10 to 30 GeV and becomes almost energy independent
above 30 GeV.
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Figure 2: (a) Energy dependence of the h/e ratio extracted from the fit to longitu-
dinal profiles for data (black circles) and simulations with the FTFP BERT (red) and
QGSP BERT (blue) physics lists; the hatched blue and solid yellow bands correspond to
the estimates from experimental data obtained with the ATLAS TileCal [6] and CDF [7]
hadron calorimeters, respectively. (b) Ratio of the h/e values extracted from the fit to
simulations to those extracted from the fit to data. The error bars correspond to the
statistical uncertainties, the grey band shows the total uncertainty of the data. See text
for details.

6

• Determine h / e ratio 
without assumption on 
energy dependence
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Shower fine structure

• Could have had the same 
global parameters with 
“clouds” or “trees” 

• Powerful tool to check 
models 

• Surprisingly good 
agreement already - for 
more recent models

Frank Simon (frank.simon@universe-cluster.de)Particle Showers in a Highly Granular HCAL
CALOR2010, Beijing, China

Digging Deeper: 3D Substructure - Particle Tracks

11

Beam
25 GeV "-

ECAL upstream

identified tracks

• Imaging capability of detector 

allows the identification of 

individual MIP-like tracks 

within hadronic showers

48
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agreement already - for 
more recent models

Frank Simon (frank.simon@universe-cluster.de)Particle Showers in a Highly Granular HCAL
CALOR2010, Beijing, China

Digging Deeper: 3D Substructure - Particle Tracks
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within hadronic showers
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Figure 10: 50 GeV hadronic shower illustrating that connection between clusters could be done
with the reconstructed tracks.

Another advantage one may have in extracting the segments is to use them for a better energy
reconstruction. In the SDHCAL energy reconstruction method, each of the thresholds has a differ-
ent weight [1]. Tracks of low energy that stop inside the calorimeter may have hits of second or
third threshold. This may biais the energy estimation. Therefore giving the same weight for all the
hits belonging to these tracks should improve on the energy reconstruction.

7. Conclusion

The Hough Transform is a simple and powerful method for finding tracks within a noisy environ-
ment. The technique to use this method to extract tracks in hadronic showers was applied to events
produced by the exposure of the SDHCAL to hadron beams. The parameters of this technique have
been detailed and allowed to have an efficient extraction. This method was also applied to simu-
lated hadronic showers. Comparison with data allows to discriminate the different hadronic shower
models used in the simulation. The advantages of using Hough Transform tracks to calibrate the
hadronic calorimeter in situ are presented. In addition these tracks can be a useful tool in the PFA
techniques. The extension of this technique to hadronic showers in the presence of magnetic field
is being worked out. For high energy tracks whose trajectory is weakly affected by the magnetic
field the same method could be used. For those of low energy, their trajectory is well characterized.
The projection of these trajectories to the plane perpendicular to the magnetic field is a circle-like.
Hough Transform method can be then used to find those circles in an appropriate way.

References

[1] The CALICE Collaboration, First results of the CALICE SDHCAL technological prototype, CALICE
Analysis Note CAN-037, 30th November 2012
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Another advantage one may have in extracting the segments is to use them for a better energy
reconstruction. In the SDHCAL energy reconstruction method, each of the thresholds has a differ-
ent weight [1]. Tracks of low energy that stop inside the calorimeter may have hits of second or
third threshold. This may biais the energy estimation. Therefore giving the same weight for all the
hits belonging to these tracks should improve on the energy reconstruction.

7. Conclusion

The Hough Transform is a simple and powerful method for finding tracks within a noisy environ-
ment. The technique to use this method to extract tracks in hadronic showers was applied to events
produced by the exposure of the SDHCAL to hadron beams. The parameters of this technique have
been detailed and allowed to have an efficient extraction. This method was also applied to simu-
lated hadronic showers. Comparison with data allows to discriminate the different hadronic shower
models used in the simulation. The advantages of using Hough Transform tracks to calibrate the
hadronic calorimeter in situ are presented. In addition these tracks can be a useful tool in the PFA
techniques. The extension of this technique to hadronic showers in the presence of magnetic field
is being worked out. For high energy tracks whose trajectory is weakly affected by the magnetic
field the same method could be used. For those of low energy, their trajectory is well characterized.
The projection of these trajectories to the plane perpendicular to the magnetic field is a circle-like.
Hough Transform method can be then used to find those circles in an appropriate way.
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PFLOW with test beam data

• The “double-track resolution” of an imaging calorimeter  
• Small occupancy: use of event mixing technique possible 
• Study degradation if second particle comes closer 
• Important: agreement data - simulation

49
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Particle Flow with test beam data

Test MC models with important particle flow analysis!

Method:

Take 2 pion events and 
map them to ILD 
geometry

Assume one is neutral

Vary distance between 
the 2 pions and test 
how well the energy 
of neutral hadron is 
reconstructed

30 GeV charged 
hadron

10 GeV 'neutral' 
hadron

~18 cm separation 
of shower

~7 cm separation 
of shower
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Fig. 6.11: ECAL plus AHCAL combined resolution for pions. The upper curve represents the resolu-
tion obtained with a single weight factor for each of the calorimeters, while the lower reflects a simple
software compensation approach and uses weights for the hits that depend on the hit amplitude and on
the total measured shower energy.
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Figure 4. RMS (left) and RMS90 (right) deviations of the recovered energy of neutral 10 GeV hadrons
from its measured energy vs. the distance from charged 10 GeV (circles and continuous lines) and 30 GeV
(triangles and dashed lines) hadrons for beam data (black) and for Monte Carlo simulated data, for both
LHEP (red) and QGSP_BERT (green) physics lists.
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Figure 5. Probability of neutral 10 GeV hadrons energy recovering within 3 (left) and 2 (right) standard
deviations from its real energy vs. the distance from charged 10 GeV (circles and continuous lines) and
30 GeV (triangles and dashed lines) hadrons for beam data (black) and for Monte Carlo simulated data, for
both LHEP (red) and QGSP_BERT (green) physics lists.

This results in a smaller probability of neutral hadron energy recovery for small neutral hadron
energy (see right plot in figure 6).

– 9 –

Fig. 6.12: Probability of separating hadron showers: The figure shows the degradation of neutral particle
resolution, expressed in terms of the probability to reconstruct the energy within 3 s of its calorimetric
resolution, as a function of transverse separation from a second shower induced by a charged hadron.

6.3.3.2 AHCAL Test Beam Results using Tungsten Absorbers
To test the energy resolution and timing performance of a tungsten-scintillator combination calorimeter,
and to validate the corresponding simulation model, a 30-layer (3.9 lI) AHCAL module was constructed
and exposed to beam at CERN in 2010. The scintillator tile and readout layers are the same as used by
CALICE for a number of earlier tests with steel absorber plates. Figure 6.13 shows the experimental
setup and an example of a pion candidate shower in the calorimeter stack.

High statistics event samples were recorded for electron, muon, pion, and proton beams with
energies from 1 to 10 GeV. Gain calibration was obtained from low intensity LED-pulser runs and the
results agree well with previous calibration from runs at Fermilab. MIP calibration was carried out using
a muon beam. Examples of calorimeter responses to muons and pions are shown in Figure 6.14.

Preliminary results indicate that the electromagnetic resolution is slightly worse than for steel,

124
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Si W ECAL & Scint HCAL 
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What we learnt

• The novel ECAL and HCAL technologies work as expected 
– Si W ECAL and Sci Fe AHCAL analysis nearly complete 
– Analysis of the more recent tests has just begun - still a huge 

potential 
• The detector simulations are verified with electromagnetic 

data. 
• The hadronic performance is as expected, including software 

compensation. 
• The Geant 4 shower models reproduce the data with few % 

accuracy. 
• Shower substructure can be resolved and is also reproduced 

by shower simulations. 
• Particle flow algorithms are validated with test beam data.
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Hadron collider frontier

• CMS decided for a high 
granularity option of their endcap 
calorimeter upgrade 
– EM: Si Pb/Cu  

• 35 layers, 25 X0 
– HAD: Si brass 

• 12 layers, 5 λ 
– 600 m2 of Si, 0.5 - 1 cm2  
– Backing: 5 λ brass, scint or gas 

• particle ID, pile-up subtraction, …, 
particle flow 

• Much more challenging than e+e- 
– radiation hardness 
– cooling of sensors 
– rate capability of electronics 
– no power pulsing
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Susanne Kühn - LHC and Detector Upgrades 392.12.14

Phase 2 Upgrade: Calorimetry CMS

• Replacement of endcap EM calorimeter   
   and hadronic calorimeter due to radiation 
   induced loss of transparency

 Possible concepts:

Crystal LYSO Shashlik + Scintillator HE
• EM: W/LYSO Shashlik using WLS and     
   SiPM readout
• Hadr: Scintillator-based with 30% of         
   volume tiles + 10% higher rad. tolerance

 Silicon + Scintillator backing calorimeter
• EM: Silicon-lead/copper 
• Hadr: Silicon-brass 
• Scintillator-brass backing calorimeter
• 700 m² silicon pads 0.5-1 cm²
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+

• Replacement of barrel                                         
   electromagnetic calorimeter                                 
   electronics (for track trigger latency)



Energy resolution 
and Granularity  
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Energy and Granularity

• A central theme in jet calorimetry since the times of the 
conception of the HERA experiments H1 and ZEUS

53

“Energy resolution 
is everything!”

“Granularity
is everything!”

Digital Hadron Calorimeter (DHCAL)!

2*

Concept(of(the(DHCAL(
*
• *Imaging*hadron*calorimeter*
op)mized*for*use*with*PFA***

• *1Cbit*(digital)*readout*

• *1*x*1*cm2*pads*read*out*individually*
(embedded*into*calorimeter!) **

• *Resis)ve*Plate*Chambers*(RPCs)*as*
ac)ve*elements,*between*steel/
tungsten*

  Each*layer**with*an*area*of*~*1*x*1**m2*is*read*
out*by*96*x*96*pads.*

  The*DHCAL*prototype*has*up*to*54*layers*
including*the*tail*catcher*(TCMT)*~*0.5M*
readout*channels*(world*record*in*calorimetry!)*

*
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“We need 
enough of both!”
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Detectors for the ILC Felix Sefkow     Fukuoka, 6.11.2013 

MC

Particle flow performance

• Separating the energy depositions of individual particles 
requires high granularity  

• Calorimeter resolution still does matter 
– dominates for jets up to ~ 100 GeV 
– contributes to resolve confusion

ARTICLE IN PRESS

neutral hadrons being lost within charged hadron showers. For all
jet energies considered, fragments from charged hadrons, which
tend to be relatively low in energy, do not contribute significantly
to the jet energy resolution.

The numbers in Table 5 can be used to obtain an semi-
empirical parameterisation of the jet energy resolution:

rms90
E

¼
21ffiffiffi
E

p " 0:7" 0:004E" 2:1
E

100

" #0:3

%

where E is the jet energy in GeV. The four terms in the expression,
respectively, represent: the intrinsic calorimetric resolution;
imperfect tracking; leakage and confusion. This functional form
is shown in Fig. 10. It is worth noting that the predicted jet energy
resolutions for 375 and 500GeV jets are in good agreement with
those found for MC events (see Table 3); these data were not used
in the determination of the parameterisation of the jet energy
resolution.

For a significant range of the jet energies relevant for the ILC,
high granularity PFlow results in a jet energy resolution which is
roughly a factor two better than the best achieved at LEP
(sE=E¼ 6:8% at

ffiffi
s

p
¼MZ). The ILC jet energy goal of sE=Eo3:8%

is reached in the jet energy range 40–420GeV.
Fig. 10 also shows a parameterisation of the jet energy

resolution ðrms90Þ obtained from a simple sum of the total

calorimetric energy deposited in the ILD detector concept. The
degradation in energy resolution for high energy jets is due to
non-containment of hadronic showers. It is worth noting that
even for the highest energies jets considered, PFlow reconstruc-
tion significantly improves the resolution compared to the purely
calorimetric approach. The performance of PFlow calorimetry also
is compared to 50%=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
" 3:0% which is intended to give an

indication of the resolution which might be achieved using a
traditional calorimetric approach. This parameterisation effec-
tively assumes an infinitely deep HCAL as it does not correctly
account for the effect of leakage (which is why it deviates
significantly from the ILD Calorimetric only curve at high
energies).

8. Dependence on hadron shower modelling

The results of the above studies rely on the accuracy of the MC
simulation in describing EM and hadronic showers. The Geant4
MC provides a good description of EM showers as has been
demonstrated in a series of test-beam experiments [27] using a
Silicon–Tungsten ECAL of the type assumed for the ILD detector

Table 5
The PFlow jet energy resolution obtained with PandoraPFA broken down into contributions from: intrinsic calorimeter resolution, imperfect tracking, leakage and
confusion.

Contribution Jet Energy Resolution rms90ðEjÞ=Ej

Ej ¼ 45GeV Ej ¼ 100GeV Ej ¼ 180GeV Ej ¼ 250GeV

Total (%) 3.7 2.9 3.0 3.1
Resolution (%) 3.0 2.0 1.6 1.3
Tracking (%) 1.2 0.7 0.8 0.8
Leakage (%) 0.1 0.5 0.8 1.0
Other (%) 0.6 0.5 0.9 1.0
Confusion (%) 1.7 1.8 2.1 2.3
(i) Confusion (photons) (%) 0.8 1.0 1.1 1.3
(ii) Confusion (neutral hadrons) (%) 0.9 1.3 1.7 1.8
(iii) Confusion (charged hadrons) (%) 1.2 0.7 0.5 0.2

The different confusion terms correspond to: (i) hits from photons which are lost in charged hadrons; (ii) hits from neutral hadrons that are lost in charged hadron clusters;
and (iii) hits from charged hadrons that are reconstructed as a neutral hadron cluster.
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Fig. 9. The contributions to the PFlow jet energy resolution obtained with
PandoraPFA as a function of energy. The total is (approximately) the quadrature
sum of the components.
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Fig. 10. The empirical functional form of the jet energy resolution obtained from
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from the confusion term only is shown (dotted). The dot-dashed curve shows a
parameterisation of the jet energy resolution obtained from the total calorimetric
energy deposition in the ILD detector. In addition, the dashed curve,
50%=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
" 3:0%, is shown to give an indication of the resolution achievable

using a traditional calorimetric approach.

M.A. Thomson / Nuclear Instruments and Methods in Physics Research A 611 (2009) 25–4034
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M.Thomson, Nucl.Instrum.Meth. A611 (2009) 25-40

Types of confusion: 
i) Photons ii) Neutral Hadrons iii) Fragments

Failure to resolve photon
Failure to resolve  
neutral hadron

Reconstruct fragment as 
separate neutral hadron

Pattern recognition 
based on topology and energy
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Initial choices

• Analogue:  
• 3cm x 3cm at ~ 3cm sampling pitch 
• corresponds to Molière radius and X0; 

hadron shower sub-structure scale 
• small effect on plain energy response 

and resolution, only via threshold 
• more direct effects when software 

compensation methods are applied 

• Digital:  
• 1cm x 1cm at ~ 3cm sampling pitch 
• to limit saturation effects 
• affects single particle linearity and 

resolution directly

55

2. Optimization of cell size.

The depth of the proposed [1] sampling HCAL
is 4.5λ in the barrel and 12.9λ in the end-cap re-
gion. The sampling structure is 20 mm (0.12λ) of
stainless steel and 6.5 mm for the active layer. The
DHCAL active detector should:
– be insensitive to the 4 T magnetic field;
– fit into the thin (∼ 6 mm) active layers;
– be cheap, because the total area of active layers

amounts to 6000 m2

The detector response can be rather slow: the ex-
pected rate in the barrel is < 10−4 Hz/cm2, a
rough estimate of the forward end-cap rate is ∼

10 Hz/cm2.
The cell size of the DHCAL active layer was op-

timized with respect to energy resolution by means
of Monte-Carlo simulations based on GEANT 3.2.
The incident particles were charged pions with en-
ergies of 2 − 50 GeV . The total depth of the sim-
ulated calorimeter was 7λ which ensures 98% lon-
gitudinal energy containment for these hadron en-
ergies. Glass RPCs with 1 mm gas gap filled with
tetrafluorethane (C2H2F4) were simulated as ac-
tive detector. Following the digital approach, the
energy was reconstructed from the number of fired
cells. A cell was counted to be fired if an energy
of at least half of the mean value for a minimum
ionizing particle (MIP ) was deposited in the gas
gap within the considered cell area. The resolu-
tion was determined taking the nonlinearity of the
DHCAL response into account. For comparison,
an analogue HCAL (AHCAL) version with 5 mm
polystyrene scintillator layers was also simulated.

Fig.1 shows the DHCAL energy resolution as a
function of energy for different cell sizes and for
the ”utmost case”, corresponding to infinitesimal
granularity where all shower particles with ioniza-
tion greater than MIP/2 are counted.

As the figure shows a DHCAL with a cell area
of 1× 1 cm2 has a resolution which is close to that
obtained in the ”utmost” case. The 1× 1 cm2 cell
size is thus considered to be the optimal choice for
the DHCAL active detector. Below 10 GeV the
DHCAL with 1× 1 cm2 cells has better resolution
than the AHCAL. At higher energies the number of
fired cells starts to deviate from being proportional

Fig. 1. Hadron energy resolution of the DHCAL as a func-
tion of energy for different sizes of read-out cells. The res-
olution of the AHCAL is also given for comparison.

Fig. 2. Energy resolution of the DHCAL as a function of
energy: (left) for different efficiencies; (right) for different
fired pad multiplicities.

to the energy of the incoming pion. This nonlin-
earity of the DHCAL response increases with cell
size.

The RPCs have so far been assumed to be ideal
detectors with 100% efficiency and with only one
cell firing per particle crossing its area. In a real
RPC some inefficiency may occur, and one dis-
charge can fire several adjacent pads. These ef-
fects have been included in the simulation, and fig-
ures 2 show how they affect the DHCAL energy
resolution. For energies above 6 GeV the resolu-
tion is rather insensitive to the efficiency degraded
by as much as 50%. At lower energies the numbers

2

V. Ammosov et al, 
DESY-04-057
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Gaseous calorimeters

• Gaseous HCAL with analogue readout 
would have poor resolution 

– small sampling, large Landau fluctuations 
• Digital calorimeter idea: count particles, 

ignore fluctuations 
– 1cm2 cells: saturate above 30 GeV 

• Semi-digital idea: mitigate saturation 
using several thresholds and weights 

– assumes signal prop. to E deposition

56
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RPC operation principle

Avalanche or streamer mode (depending on HV)

Fast (< 1 ns) and large MIP signals (1-10 pC)

Spark-proof but rate limited (100 MIP/cm2/s with typical resistivities)

The multiplication stops by itself when the space charge field becomes too high.

The applied field settles back after a certain recovery time given by the resistivity of the glass.

Avalanche mode
MIP signals

Avalanche charge
VS applied voltage

Gaseous calorimeters

• Gaseous HCAL with analogue readout 
would have poor resolution 

– small sampling, large Landau fluctuations 
• Digital calorimeter idea: count particles, 

ignore fluctuations 
– 1cm2 cells: saturate above 30 GeV 

• Semi-digital idea: mitigate saturation 
using several thresholds and weights 

– assumes signal prop. to E deposition

56

5

Gaseous hadron calorimeter (“AHCAL”)

A Monte Carlo simulation shows that
a gaseous sampling Fe HCAL as proposed by CALICE

Is not compensated (e/h > 1) and therefore non-linear.

Should have a poor energy resolution due to the
Landau fluctuations arising from a small sampling fraction. 

MC sim. Proto.: 2 m deep  (~ 10 λint), 100 layers of 1x1 m2 with 1x1 cm2 pads – Assume proportionality: Evis = Edep

...

Resolution to π-

~ 90% / √E + 3%

Performance of a gaseous HCAL with analogue readout

Visible energy

E/h ratio

6

Is it worse with a digital readout?

Saturated response described by e.g. N(E) = a/b * log (1 + b*E).

(In the meantime: e/h is now < 1 for E > 10 GeV)

After reconstructing the energy in the simplest way: N(E) → E(N)

The resolution is better than the one obtained with an analogue readout up to 40 GeV.

Beyond ~ 30 GeV, saturation degrades the energy resolution.

Gaseous hadron calorimeter (DHCAL)

Number
of hits

Nhit response Resolution

Software compensation is a possible way to restore linearity and resolution (not used here)

7

Improve the resolution above 30 GeV with additional readout thresholds (2 bit / cell)

Combine the information in some way (weighting, likelihood...).
With a particular set of thresholds, simulation promises quite some improvement w.r.t. the pure digital case.

Better energy resolution over simulated energy range

This conclusion is independent of the type of detector used (3 mm of argon).

Nevertheless, it assumes proportionality: cell signal are proportional to the deposited energy.

Gaseous hadron calorimeter (SDHCAL)

Reconstructed energy Energy resolution

19

GEM performance (1/2)

Detailed characterisation with KPIX

Radioactive sources
→ MIP values
→ Gain curves
→ P/T dependence

Particle beams
→ efficiency & multiplicity
→ threshold effects
→ uniformity

Efficiency VS threshold

55Fe spectrum in Ar/CO2

MIP distribution

TB data

TB data

RPC

GEM

M.Chefdeville
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Effects of high granularity
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Active medium



Analogue and (semi-) digital 
reconstruction of single hadrons

58

1x1 3x3 
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AHCAL and SDHCAL

• Scint and gas prototypes differ in medium, cell size and read-out 
scheme 

• All of them affect single hadron and jet energy resolution 
• Disentangle with validated simulations, and optimise, incl. s/w comp 

59

The SDHCAL prototype Test beam and data taking Particle identification Energy Reconstruction Summary

SDHCAL Description

Sampling calorimeter
Size : 51 stainless steel plates + 50 active
layers æ 1 ◊ 1 ◊ 1.3m

3

Active layer :
- Gaseous detector : GRPC (Glass Resistive

Plate Chamber) of 1m2

- Gas mixture : 93%TFE ; 5%CO2; 2%SF6
- HV : ≥ 6.9kV in avalanche mode

Readout :
- 96 ◊ 96 pads per layer ∆ more than 460k

channels for the whole prototype
- Semi-digital readout : 3 thresholds on the

induced charge to have a better idea on
the deposited energy

Radiator :
- 50 ◊ 20mm stainless steel ∆ ≥ 6⁄I

Arnaud Steen ( IPNL / Université Lyon 1 ) Results of the SDHCAL technological prototype 14/11/2013 4 / 28
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CALICE

Figure 4. Energy resolution versus beam energy without compensation and after local and global software
compensation. The curves show fits using Equation 2.2, with the black solid line showing the fit to the
uncorrected resolution, the red dotted line to the global software compensation and the blue dashed line to
the local software compensation. The stochastic term is (57.6± 0.4)%, (45.8± 0.3)% and (44.3± 0.3)%,
with constant terms of (1.6± 0.3)%, (1.6± 0.2)% and (1.8± 0.3)% for the uncorrected resolution, global
software compensation and local software compensation, respectively.

signal by a single energy-independent factor accounting for the non-measured energy depositions
in the passive absorber material.

The calorimeter response to hadron-induced showers is more complicated [14], since these
showers have contributions from two different components: an electromagnetic component, origi-
nating primarily from the production of p0s and hs and their subsequent decay into photon pairs;
and a purely hadronic component. The latter includes “invisible” components from the energy
loss due to the break-up of absorber nuclei, from low-energy particles absorbed in passive material
and from undetected neutrons, depending on the active material. This typically leads to a reduced
response of the calorimeter to energy in the hadronic component, and thus overall to a smaller
calorimeter response to hadrons compared to electromagnetic particles of the same energy. Since
the production of p0s and hs are statistical processes, the relative size of the two shower compo-
nents fluctuates from shower to shower, which, combined with the differences in visible signal for
electromagnetic and purely hadronic energy deposits, leads to a deterioration of the energy resolu-
tion. In addition, the average fraction of energy in the electromagnetic component depends on the
number of subsequent inelastic hadronic interactions and thus on the initial particle energy. The
electromagnetic fraction of hadronic showers increases with increasing particle energy [15], often
resulting in a non-linear response for non-compensating calorimeters.

– 8 –

Description CERN SPS TB & Data Taking Particle Identification Energy Response Summary back-up

Binary vs Multi-threshold
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SDHCAL multi-threshold mode

CALICE PRELIMINARY

• Raw resolution (untuned calorimeter) in
two modes Binary and Multi-threshold

• Raw performances ∆ no pattern
recognition

• Response to single pions
• electron and muon rejection
• leakage reduction

• Visible improvement of resolution for
E

beam

Ø 50 GeV (‡(E)/E Æ 10% at
80 GeV)

Yacine Haddad ( LLR ) First Results of the SDHCAL technological prototype 22 avril 2013 17 / 26
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Energy resolution 

>  Digital 

!  Granularity of max. 3x3 cm2 not 
sufficient 

>  Semi-digital 

!  Semi-digital resolution better than 
analogue? " weighting include 
Software Compensation strategy 

 

>  Update of CAN-049: 
!  Bug in threshold setting                   

(0.4 instead of 0.5MIP) 

!  Improved Semi-digital weights 

 

 

Fe-AHCAL Data 

(Semi-) digital reconstruction of AHCAL 

60

3x3

• Digital reconstruction:  
• 3x3 is too coarse 

• Semi-digital 
• close to analoge 
• at low E even better  
• with less information?

• Count hits: suppression  of 
Landau fluctuations 

• Semi-digital reconstruction 
uses energy-dependent 
weights 
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Software compensation

61

• Electromagnetic showers: higher density, larger response  
• Software compensation: weight has according to cell energy

]3 [GeV/dmρCell energy density 
0 20 40 60 80 100

W
ei

gh
t v

al
ue

s

0

0.5

1

1.5

2

2.5 Weights
Beam Energy: 10 GeV
Beam Energy: 50 GeV
Beam Energy: 70 GeV
Beam Energy: 95 GeV

• Optimal weights depend on hit 
energy (density) and total energy 
• use un-weighted energy as first 

estimator 
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Analogue and digital weighting

• Analogue:                                     ω =     ω(Ei, Etot)                           
• Semi-digital:                                                       α = α(Ntot), Ntot ~ Etot

α 

• Counting is equivalent to weighting with 1/Ehit: ω = α/Ehit  
• Use common formalism and learn from each other

62

New Software Compensation Method

> using same algorithm like for
Semi-Digital energy reconstruction

> but with sum over hit energies in i-th
energy density bin E

i

E

rec,SC

=
P

i

!
SC,i · E

i

! optimization of energy dependence of
!

SC,i done within Chi2 minimization

> 8 energy dependent weights
> translate semi-digital weights to SC

scale

E

i

= N

i

· e

i

, with energy per hit e

i

E

rec,semi�digital

=
P

!
semi�digital,i · N

i

! !
SC,i =

!
semi�digital,i

e

i
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Semi-digital weights show same trend
like SC weights

Coralie Neubüser | Semi-digital E
rec

and Software Compensation | AHCAL Main Meeting, November 11th 2015 | 6/16

Semi-digital Energy Reconstruction

E

rec,semi�digital

= ↵ · N1 + � · N2 + � · N3

! N

i

, number of hits above 0.5 below 5 MIP
& above 5 below 15 MIP

& above 15 MIP
�2 = (E

rec,semi�digital

� E

beam

)2

> Minimization input 20,000 events for 11
different beam energies 10-80 GeV

> ↵, �, � are 2nd order polinomials of
N

hits

= N1 + N2 + N3

Figure : Old semi-digital weights
extracted by constraining all
parameters to be positive.
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Coralie Neubüser | Semi-digital E
rec

and Software Compensation | AHCAL Main Meeting, November 11th 2015 | 2/16

in principle the same
differences in detail 

Thesis work in 
progress
C.Neubüser, DESY
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>  Compare SC and SD weights:  

 

 

Erec,SC = ω Ei,ESum (EBeam )( ) ⋅Ei
i=0

Hits

∑

Erec,SD = α j Ntot (EBeam )( )
j=1

3Bins

∑ ⋅N j

>  ω and αj depend on Ebeam 

>  ω weights energy of hits, αj 
weights the number 

>  1/hitEnergy dependence agree 
nicely for small hit energies, not 
optimal for higher hit energies 

 

Energy reconstruction schemes 
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Energy Resolution 

>  Digital 

!  Granularity of max. 3x3 cm2 not 
sufficient 

 

>  Semi-digital 

!  Semi-digital resolution better than 
analogue? " weighting include 
Software Compensation strategy 

 

>  Software Compensation 

!  Best results 

!  New algorithm achieves the same 
resolution as previous analysis 
including TCMT 

!  Difference in higher energies originate 
from fitting method (including tails due 
to leakage) 
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Fe-AHCAL Data 

(Semi-) digital reconstruction of AHCAL 

63

3x3

• Digital reconstruction:  
• 3x3 is too coarse 

• Semi-digital 
• close to analoge 
• at low E even better  
• with less information?

• Make full use of analogue 
information:  

• Software compensation: best
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Comparison of 1x1 AHCAL MC & DHCAL Data 
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DHCAL data, full-calibrated

 [GeV]beamE
0 10 20 30 40 50 60 70 80 90

be
am

)/E
be

am
-E〉

re
c,

di
gi

ta
l

 E〈(

0.1−

0.05−

0

0.05

0.1

>  Same reconstruction method 

>  FTFP_BERT Simulation for 3x3 
and 1x1 AHCAL 
!  digitised without noise! 

!  Different thresholds " impact on 
resolution  

>  Agreement with DHCAL Data in 
50 and 60 GeV point 

>  Hint that higher efficiency  of 
Scintillator tiles improves digital 
reconstruction for low energies 

Thesis work in progress
C.Neubüser, DESY

Simulate smaller granularities

• Simulate with same degree of 
realism as in AHCAL test beam 
• except noise (not an issue 

with present SiMs)  
• and adjust threshold in 

order to obtain similar 
linearity 

• Apply digital and (re-
optimised) semi-digital 
reconstruction 

• Differences between gas and 
scintillator to be understood 
• validated simulations on 

their way

64
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Comparison of 1x1 AHCAL MC & DHCAL Data 
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>  Same reconstruction method 

>  FTFP_BERT Simulation for 3x3 
and 1x1 AHCAL 
!  digitised without noise! 

!  Different thresholds " impact on 
resolution  

>  Agreement with DHCAL Data in 
50 and 60 GeV point 

>  Hint that higher efficiency  of 
Scintillator tiles improves digital 
reconstruction for low energies 

Thesis work in progress
C.Neubüser, DESY

Simulate smaller granularities

• Simulate with same degree of 
realism as in AHCAL test beam 
• except noise (not an issue 

with present SiMs)  
• and adjust threshold in 

order to obtain similar 
linearity 

• Apply digital and (re-
optimised) semi-digital 
reconstruction 

• Differences between gas and 
scintillator to be understood 
• validated simulations on 

their way
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Comparison of 1x1 AHCAL MC & SDHCAL Data 
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>  Same reconstruction method 

>  FTFP_BERT Simulation for 3x3 
and 1x1 AHCAL 
!  Different thresholds " impact on 

resolution  

>  SDHCAL data taken with 10 
more active layers! 
!  Nevertheless 1x1 AHCAL MC better 

>  Hint that higher efficiency  of 
Scintillator tiles improves digital 
reconstruction for low energies 

Thesis work in progress
C.Neubüser, DESY
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Read-out scheme and resolution

• vary number of bins and 
energy dependence within bins   

• small differences once some 
weighting is applied

65
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>  Software Compensation with 3 
weights 

!  Compared to Semi-Digital 
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Thesis work in progress
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Energy Resolution of 1x1 AHCAL simulation 

>  Major change 3x3"1x1:   

!  Threshold lowered to 0.3MIP 

!  No noise (realistic nowadays!) 

 

>  Analogue 
!  3x3"1x1 no change! 

>  Digital 
!  Better resolution than Analogue 

reconstruction for energies below 30 
GeV due to Landau fluctuations? 

>  Semi-Digital & Software 
Compensation 
!  Semi-digital resolution achieves 

~Software Compensation 
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Granularity and resolution 1

• 1x1: semi-digital as good 
as analogue with s/w comp  
• 2 bits are enough 

• 3x3: analogue with s/w 
comp better than SD, as 
good as 1x1 
• for analogue read-out 

3x3 is enough 

• Performance limitations of 
gaseous HCAL to be 
understood

66Coralie Neubüser  |  Calice Collaboration Meeting 2016, Kyushu |  09.03.16  |  Page 10 

〉
re

c
 E〈/

re
c

σ
0 04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

Fe-AHCAL FTFP_BERT
1x1Semi-Digital in 

1x1Software Compensation in 
3x3Semi-Digital in 

3x3Software Compensation in 

 [GeV]beamE
0 10 20 30 40 50 60 70 80 90

be
am

)/E
be

am
-E〉

re
c

 E〈( 0.1−

0.05−

0

0.05

0.1

Comparison of 1x1 AHCAL MC & 3x3 AHCAL Data 

>  Same reconstruction method 

>  Semi-Digital energy 
reconstruction very dependent 
on granularity 

>  1x1 Semi-Digital equivalent to 
3x3 Software Compensation 

>  Software Compensation doesn’t 
improve much with higher 
granularity 

Thesis work in progress
C.Neubüser, DESY
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>  Software Compensation doesn’t 
improve much with higher 
granularity 
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S.Green LCWS15 20

HCal Hadronic Energy 
Truncation

Within PandoraPFA a hadronic energy 
truncation can be applied, which aids the 
reconstruction in both intrinsic energy 
resolution and pattern recognition, by 
improving the energy estimator for the 
calorimeter hits. 

The exact value of this truncation 
significantly impact the energy resolution.

Here we aim to show the extent of this 
impact.

Single Particle Energy Analysis:
Here we will look at:

1. Raw reconstructed energy 
distributions;

2. Mean reconstructed energy;
3. Energy resolution.

Jet Energy Analysis:
Here we will look at:

1. Raw reconstructed energy 
distributions;

2. Mean jet energies;
3. Jet energy resolution.
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Steve Green

s/w compensation and PFLOW

• Jet energy resolution is the goal 
• In principle can benefit in two-fold way:  

– improve resolution for neutral objects - done  
– improve cluster energy estimators for track-cluster association - 

on its way

67

studies with Pandora PFA 
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• New procedure defined: 

• No longer enforce weight to follow exponential behaviour  

• Weights determined for each bin of hit energy as a function of beam energy (all-at-one fit) 

• Correction for neutral hadrons energy, after clustering and re-clustering step 

!(⇢) = p1.exp(p2.⇢) + p3

Single particle level: 

• Better compared to previous results 

• Improves linearity in whole range 

• Improves resolution ~ 20% 

    For higher energies ~ 30%

Software Compensation in S-D style

HLTran - AHCAL optimisation - CALICE AHCAL main meeting 10-11/12/2015

work in progress
Huong Lan Tran, DESY
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s/w compensation and clustering

• Hypothesis testing at re-clustering stage 
– use track energy  
– benefits demonstrated earlier (fractal dim.) 

• However: Weighting the energy before or 
during the clustering stage of particle flow 
reconstruction is not straightforward 
– In general ω = ω(Ei, Etot)  

• General issue for all weighting schemes, 
inevitable for  digital and semi-digital 
reconstruction 

• Non-linear response: cannot revert to 
plain E flow in dense environments  
– ω E1 + ω E2 ≠ ω (E1 + E2)

68
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Granularity and resolution 2

69

HCAL cell sizes
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Granularity and resolution 2

• 3 cm still a very reasonable choice 
69
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Conclusion

70

• Calorimetry has changed - particle flow concept 
established experimentally 

• Bearing fruit beyond LC community 

• Still test beam results coming in and deepening 
our understanding  

• Now fully in second phase: make it realistic 
• German groups (DESY, Hamburg, Heidelberg, Mainz, 

Munich MPI, Wuppertal) build a scalable prototype with 
fully integrated electronics 

• There are many open issues = room for new ideas 



Back-up 
slides 
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Calibration and simulation

• Main difficulty is that the DHCAL is not 
digital 

• Response in number of hits depends on 
gas gain and thus on many factors 

– T, p, thickness, purity, rate, local 
occupancy  

– calibration & monitoring not simple 
• May be mitigated for other technologies 

with <m> ~ 1.0 
– µM, GEM, 1-glass RPC - to be seen 

• Semi-digital readout helps 
– but environmental dependence 

aggravated for higher thresholds 
• For the use of analoge information the 

(semi-) digital read-out lacks redundancy 
for calibration & monitoring 

– concepts to be developed  
• Simulation non-trivial either 

– dense environments, shielding effects,…
72
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Figure 1. Number of hits as a function of spill time for 3 different thresholds at 30 GeV run from September.

Ncorr =
3

Â
i=1

Nhiti� slopei ⇤TimeInSpill (2.1)

where Nhiti is the number of hits of a given threshold i at the beginning of the spill and TimeInSpill22

is the occurrence time within the spill. The results before and after the linear fit calibration for 8023

GeV run from September data can be seen in Figure 2. The alternative way of doing the correction24

is a time slots calibration. For each run and each threshold, the spill time was divided by 5 slots.25

– 2 –

SDHCAL response  
for 3 thresholds  
vs time in spill 
(space charge  
reduces gain)

!

Pad multiplicity 
vs µ position
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Frontiers

• Technology frontier 
– 10 years progress in SiMs 
– 1 glass RPCs, THGEMs, resistive µMs 

• Integration frontier 
– electronics integration, low power 
– scalable solutions for DAQ and services 

• Industrialisation frontier 
– design simplifications 
– mass production and QA schemes  

• Calibration frontier 
– monitoring and correction procedures 

• Simulation frontier 
– model µ, e, π showers in gaseous HCAL: low and high density 

• Reconstruction frontier 
– threshold weights, software compensation 

• Algorithm frontier 
– understand relative importance of active medium, granularity and r/o scheme 
– develop second, independent algorithm 

• Hadron collider frontier 
– … 73

will read 2 segments. 96 layers, 250k channels
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MC

System integration & Tooling

74

CALICE Meeting   Annecy 09 / 2013 Konrad Briggl, Rene Hagdorn

Status of the LTT Prototype
● Movement and measurement fully automatized

● Synchronization between positioning and 

measurement working

● Electronic noise levels as expected

● Stable Alignment of Readout head to pins on tile palette

       → ready for first dark spectra measurements

To do:

– Validate stable electric connectivity

– Optical fibers to be reattached and optimized for 
uniformity

– System for reading QR codes of tiles.

– Scripts for parsing initial database informations 
(e.g. Tile ID from QR code)

LCWS conference – Nov. 2013 - Tokyo – remi.cornat@in2p3.fr 15 

 
Developing a leak-less water cooling system 

 Total ECAL power dissipation O(10 kW)  
Needs active cooling system (cold water pipe + radiator) 
Limits: temperature differences within ECAL    
 heat transfer to neighboring detectors 
                  integration 

 

Cooling tests in demonstrator module 
Thermal simulations of detector modules 

Copper plate – heat exchanger interface 

LCWS conference – Nov. 2013 - Tokyo – remi.cornat@in2p3.fr 18 

Assembly of first SLABs 

Gluing and positioning robot 
 
Process is well under control  

First approach of an assembly procedure 
toward automation and industrialization 

LCWS conference – Nov. 2013 - Tokyo – remi.cornat@in2p3.fr 7 

Detector slab : “extreme” design 
Compact assembly of 2 layers of 1 to 8 Active Sensor Units (ASU) 
 
1 ASU = 1 kapton (HV bias for PIN diodes) 
            + 1 layer PIN diodes 
            + 1 PCB with microchips embeded (bonded at CERN) 
            + 1 thermal drain (copper) 
 
PCB is critical : 1.2 mm tick, 8 layers, chips bounded into 
100 µm flatness targeted 
(500 µ obtained: issue for gluing sensors) 
 
Board exists and partly 
tested (pedestals). 
 
R&D task to be continued 

Short version 

25/09/2013 ILD 2013, Krakow, Poland 3

Large GRPC for ILD:

GRPC with a surface 
≤  3 m2 are needed.

We intend to build 
a 2m2 GRPC 
(glass are already there).

We are currently studying
the gas distribution system
to ensure a good gas 
renewal.   

2 m1 m

inlet

outlet

Finalize Baseline Detector : large GRPC
Chips on board

Si wafer  
glueing robot

ECAL leak-less  
cooling system

SiPM and tile  
test stand

AHCAL data  
concentrator

RPC gas  
distribution 
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MC

AHCAL Developments  Felix Sefkow     CERN, February 5, 2014

MC

Felix Sefkow   

Industrialisation: Numbers!

• The AHCAL 

• 60 sub-modules 

• 3000 layers 

• 10,000 slabs 

• 60,000 HBUs 

• 200’000 ASICs 

• 8,000,000 tiles and SiPMs

75

• One year 

• 46 weeks 

• 230 days 

• 2000 hours 

• 100,000 minutes 

• 7,000,000 seconds

Katja Krüger  |  AHCAL prototype overview   |  10 Sept 2013  |  Page 16/16

Conclusions and Outlook

preparations for a full engineering prototype:

> multi-layer DAQ: first version running, next steps:
 integration of LDA
 switch to HDMI readout

> work on quality assurance & infrastructure

> more hardware, especially tiles+SiPMs, 
in production

next testbeams at DESY:
> 1 week in October 2013
> 11 days in December 2013
> 2 weeks in January 2014

Katja Krüger  |  AHCAL prototype overview   |  10 Sept 2013  |  Page 3/16

going from 1 HBU to a detector prototype: 1D 

> single HBUs extensively tested and calibrated in lab
> cross check the calibration and the uniformity of all channels on one 

chip with MIPs in testbeam
> operation of a slab with 6 HBUs
> power pulsing with a full slab: started (more details in talk by S. Chen)

Mathias Reinecke  |  CALICE meeting  |  Sept. 10th, 2013  |  Page 5 

New 8 HBU2 boards 

> All 8 new HBU2s have been tested 
and work fine. 

> Problem: Significant spread of board 
dimensions within the 8 boards. 
Landmarks differ up to 0.4mm 
(0.1mm was specified). 

> Problems during PCB assembly and 
with the steel cassettes (individual 
cassettes needed). 

> From the discussion with PCB manufacturer: For the next order, there will be 
a pre-compensation process step for the inner pcb layers before the pressing 
operation. This will solve the problem as it did for the first 6 HBUs.   

Katja Krüger  |  AHCAL prototype overview   |  10 Sept 2013  |  Page 14/16

Going mass production: more tiles+SiPMs

> ITEP produced direct-readout tiles (+ Ketek 
SiPMs with 12100 pixels) for 2 HBUs, 
paperwork ongoing

> NIU: 1 HBU with top-view SiPMs being tested
> Uni HH produced direct-readout tiles for 

8 HBUs, Ketek SiPMs with 2300 pixels for 
8 HBUs delivered and being tested now
(more details in talk by K. Briggl)

> expect Hamamatsu MPPCs for 4 HBUs from 
Japan, ITEP agreed to produce direct-readout 
tiles 

> mass assembly: talk by P. Chau
> testing several different options now, but for

practical reasons will need to converge to
1 or 2 for larger prototypes (but this will not be 
an advance decision for ILD calo)

ITEP

Uni HH
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MC

Directions in tile and SiPM R&D

• Revise tile design in view of 
automatic pick & place 
procedures 

• Consider SMD approach, 
originally proposed by NIU 

• Light yield becomes an 
issue again 
– build on advances in SiPMs 

• Very different assembly, QC 
and characterisation chain

76

ITEP

23/30

 

NIU Megatile

NIU concept: Surface mounted SiPMs

SiPMs mounted on top of tile

Concave dimple in tile for uniformity

Megatile scintillator

18*18cm2 divided into 3*3cm2 cells

Optical isolation by white epoxy

Easy assembly

SiPMs assembled like standard 
components

Scintillator is equipped in larger pieces

Modified HBU designed and produced at 
DESY

First calibration spectra obtained by 
NIU

NIU

Mainz

Katja Krüger  |  AHCAL prototype overview   |  10 Sept 2013  |  Page 14/16

Going mass production: more tiles+SiPMs

> ITEP produced direct-readout tiles (+ Ketek 
SiPMs with 12100 pixels) for 2 HBUs, 
paperwork ongoing

> NIU: 1 HBU with top-view SiPMs being tested
> Uni HH produced direct-readout tiles for 

8 HBUs, Ketek SiPMs with 2300 pixels for 
8 HBUs delivered and being tested now
(more details in talk by K. Briggl)

> expect Hamamatsu MPPCs for 4 HBUs from 
Japan, ITEP agreed to produce direct-readout 
tiles 

> mass assembly: talk by P. Chau
> testing several different options now, but for

practical reasons will need to converge to
1 or 2 for larger prototypes (but this will not be 
an advance decision for ILD calo)

ITEP

Uni HH

NIU

7608 ch
physics 
prototype

ITEP

ITEP

MPI

UHH

9 / 1909 Dec 2013

The setup

● SiPM in the upper mirror

ITEP

17.12.2014 | Johannes Gutenberg-Universität Mainz 

 

Goal: Optimize AHCAL design for mass assembly 

• SMD HBU board 

2 

 
• Use of SMD SiPMs which are soldered on HBU board (similar to standard       

SMD components) 
• Use of Scintillator with centered dimple 

 

Scintillator tile 

SiPM 

Reflector foil 

PCB 

Schematic of Uni Mainz SMD design SMD HBU board with scintillators 
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Shower simulation in Geant 4

• Low energy: cascade models 
• High energy: partonic models

77

minimize use of  
phenomenological  
parameterization 

“production”

“legacy”

“systematics”

“experimental”

“linear combin.”
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Electromagnetic fraction

• π0 production irreversible; “one way street” 
• π0 è γγ produce em shower, no further hadronic 

interaction 
• Remaining hadrons undergo further interactions, 

more π0 
– Em fraction increases with energy, f = 1 - Em-1 

• Response non-linear: signal ~ f * e + (1-f) * h  

• Numerical example for copper 
– 10 GeV: f = 0.38;  9 charged h, 3 π0  
– 100 GeV: f = 0.59;  58 charged h, 19 π0 
• Cf em shower: 100’s e+, 1000’s e-, millions γ 

• Large fluctuations 
– E.g. charge exchange π- p è π0 n (prb 1%) gives fem 

= 100% 

78
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Compensation

Different strategies, which can also be combined 
• Hardware compensation 

– Reduce em response 
• High Z, soft photons 

– Increase had response 
• Neutron part (correlated with binding energy loss) 

– Tunable via thickness of hydrogenous detector 

– Example ZEUS: uranium scintillator,  
– 35% /√E for hadrons, 45% /√E for jets 

• Software compensation 
– Identify em hot spots and down-weight  

• Requires high 3D segmentation  
– Example H1, Pb/Fe LAr, ~ 50% /√E for hadrons  

NB: Does not remove fluctuations in invisible energy

79
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Deep Inelastic ep Scattering

Neutral Current (NC) Charged Current (CC)

3

Deep Inelastic ep Scattering

Neutral Current (NC) Charged Current (CC)

Searches from ep energy frontier at 
HERA

Hayk Pirumov (PI Heidelberg)
On behalf of the H1  and Zeus Collaborations

Rencontres de Moriond - QCD and High Energy Interactions – March 2012

Outline: 
➔ HERA Collider and Experiments
➔ Search for Contact Interactions (CI) 
➔ First Generation Leptoquarks(LQ)
➔ Lepton Flavor Violation (LFV)
➔ Single-top production
➔ Summary

Searches from ep energy frontier at 
HERA

Hayk Pirumov (PI Heidelberg)
On behalf of the H1  and Zeus Collaborations

Rencontres de Moriond - QCD and High Energy Interactions – March 2012

Outline: 
➔ HERA Collider and Experiments
➔ Search for Contact Interactions (CI) 
➔ First Generation Leptoquarks(LQ)
➔ Lepton Flavor Violation (LFV)
➔ Single-top production
➔ Summary
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More fluctuations: leakage

Leakage: in principle no problem 
But: leakage fluctuations are! 
(rule of thumb: σleak ~ 4 fleak)

80

sampling fluctuations
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Cost optimisation: long. sampling

• fewer layers: not for free, but at least no knee  
• not necessarily the same for SDHCAL
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Cost optimisation: depth

• this plot n(layers) = const; should have constant pitch also 
• additional savings from coil and yoke - or smaller reduction 
• but should be studied with missing energy performance 
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Cost optimisation: inner radius

83

S.Green, J.S.Marshall ILD Software and Optimisation Workshop
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ECal Inner Radius

HCal Timing Cuts : 100 ns 
ECal Timing Cuts : 100 ns 
HCal Hadronic Cell Truncation: 1 GeV 
Software : ilcsoft_v01-17-07, including PandoraPFA v02-00-00 
Digitiser : ILDCaloDigi, realistic ECal and HCal digitisation options enabled 
Calibration : PandoraAnalysis toolkit v01-00-00

• shown: cost variation is for 18 cm smaller HCAL inner radius 
• additional savings from coil and yoke - or smaller reduction 

- 5M

Steve Green, 
Cambridge


