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Overview

b-quark起源のジェット(b-jet)を同定すること
ジェットの起源となるパートンの識別
b-jet, c-jet, tau-jet, light-jet (u,d,s,gluon)

このトークの流れ
b-taggingがなぜ必要か
Overview -- b-taggingのためのアイデア --
アルゴリズムの説明とMCでのperformance
データ取得に向けて

（注）このトークは私の偏見で構成されています
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Motivation

終状態にb-quarkを含む物理
Higgsが軽いとき H→bb
ttH, bbH/A, qqH etc.
もしHiggsが発見されたら
湯川結合の測定
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Figure 2.25: The SM Higgs boson decay branching ratios as a function of MH .

Figure 2.26: The SM Higgs boson total decay width as a function of MH .

112

Some SUSY signature
top : Br(t→bW)~100%
例として質量測定

b-tagging



b-taggingの概略

b-hadronは崩壊するまでに数ミリ飛べる(cτ~400-500μm)
大きなインパクトパラメータdを持つトラック
secondary vertex の存在 (大きな Lxy )
⇐ si-pixel, si-strip で荷電粒子の飛跡を精度よく測定

Br(b→lX)~11% + Br(b→c→lX)~11%  (l=e or μ)
⇐ ジェット近傍のミューオン（あるいは電子）を見つける
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bジェット

b-hadronからのトラック
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b-taggingの概略

b-hadronは崩壊するまでに数ミリ飛べる(cτ~400-500μm)
大きなインパクトパラメータdを持つトラック
secondary vertex の存在 (大きな Lxy )

　　　　　　　　　今日の話
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ATLAS 内部飛跡検出器群
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Pixel

Silicon Strip (SCT)

Transition Radiation Tube (TRT)



アルゴリズムの説明と

MCでのperformance



インパクトパラメータによるtagging
Signed Impact Parameter significance (≡SIP)を使う
Counting method
ある閾値を設けて大きなSIPを持つ
トラックの数を数える

Jet Probability
      をresolution function として

Likelihood ratio
b-, c-, light-jet それぞれについてSIPの           
likelihoodを用意する
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R(s)

Ptrk =

∫ |SIP |
−a R(s)ds
∫ 0
−aR(s)ds

← light jet から来る
トラックらしさ
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Figure 12: Secondary vertex variables: invariant mass of all tracks in vertex (left), energy fraction ver-
tex/jet (center) and number of two-track vertices (right) for b-jets and light jets.

6.1.4 Formalism of likelihood ratio

For both the impact parameter tagging and the secondary vertex tagging, a likelihood ratio method is
used: the discriminating variables are compared to pre-defined smoothed and normalized distributions
for both the b- and light jet hypotheses. Two-dimensional probability density functions are used as well
for some taggers. The ratio of the probabilities b(Si)/u(Si) defines the track or vertex weight, which can
be combined in a jet weight WJet as the sum of the logarithms of the individual weights Wi:

WJet =
NT

∑
i=1

lnWi =
NT

∑
i=1

ln
b(Si)
u(Si)

(1)

The distribution of such a weight is shown on figure 13 for b-, c- and light jets for two different taggers:
the first one, IP2D, combines only the transverse impact parameter significance of tracks, while the
second one, IP3D+SV1, combines in two dimensions the transverse and longitudinal impact parameter
significances of tracks as well as the three variables from the secondary vertex search.

6.1.5 Likelihood ratio and track categories

We have seen already that tracks may exhibit different behavior even after the track selection, like for
the tracks with shared hits (Fig. 7 on page 10). One idea to take advantage of the different properties
of tracks is to arrange all tracks into various categories and use dedicated reference histograms for each
category. The likelihood ratio formalism allows then to incorporate such categories in a straightforward
way. After the division of the tracks into disjunct categories j, where every category has its own set of
reference histograms b j and u j, the jet weight can simply be written as the sum over all tracks in each
category N j

T and all categories NC:

WJet =
NC

∑
j=1




N j

T

∑
i=1

ln
b j(Si)
u j(Si)



 (2)

It is important to note that these track categories are only used for the time being for the IP2D and
IP3D taggers, but have an indirect impact on combinations like IP3D+SV1 and JetFitterCOMB. Cur-
rently in the b-tagging software, two track categories are used: the Shared tracks, and the complementary
subset of tracks called Good tracks.
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simple
robust

sophisticated
not robust

Tevatron
でも使用



Jet Probability

例としてDØでの分布
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negative SIP

positive SIP

Ptrk =

∫ |SIP |
−a R(s)ds
∫ 0
−aR(s)ds

negative SIP を使うので 
(=light jetだけでよい）　
calibration sample 　　
に困らない
→実験初期でもreliable

negative SIP

positive SIP



Likelihood Ratio

SIPの確率分布を b-, c-, light-jet
それぞれに対して準備 
(reference histogram)

likelihood ratio なので別の
discriminant を簡単に足せる
Jet Probability method では
light-jet の SIP だけを使っている
naivë に Wjetのほうがdiscriminant powerが大き
いと予想できる
b(c)-jetに対するreferenceの作成が問題
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all the tracks in the jet is the basis of the first method to tag b-jets. Three taggers are defined in this way:
IP1D relies on the longitudinal impact parameter, IP2D on the transverse impact parameter and finally
IP3D which uses two-dimensional histograms of the longitudinal versus transverse impact parameters.
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Figure 11: Signed transverse impact parameter d0 distribution (left) and signed transverse impact param-
eter significance d0/σd0 distribution (right) for b-jets, c-jets and light jets.

6.1.3 Secondary vertex taggers

To further increase the discrimination between b-jets and light jets, the inclusive vertex formed by the
decay products of the bottom hadron, including the products of the eventual subsequent charm hadron
decay, can be sought for [5]. The search starts by building all the two-track pairs that form a good
vertex. Vertices compatible with a V 0 are rejected. All tracks from the remaining two-track vertices are
combined in a single vertex, and three of its properties are exploited: the invariant mass of all the tracks
in the vertex, the ratio of the sum of the energies of the tracks participating to the vertex to the sum of
the energies of all tracks in the jet, the number of two-track vertices. These properties are illustrated
on figure 12 for b-jets and light jets. The SV taggers make use of these properties: SV1 relies on a 2D-
distribution of the two first variables and a 1D-distribution of the number of two-track vertices, while SV2
is based on a 3D-histogram of the three properties which requires quite some statistics. The secondary
vertex search efficiency depends in particular of the event topology, but the typical efficiency is higher
than 60%.

A completely new algorithm, JetFitter, is also available, which exploits the topological structure of
weak b- and c-hadron decays inside the jet. A Kalman filter is used to find a common line on which the
primary vertex and the beauty and charm vertices lie, as well as their position on this line approximating
the b-hadron flight path. With this approach, the b- and c-hadron vertices can be resolved, even when
only a single track is attached to them. The discrimination between b-, c- and light jets is based on
a likelihood using similar variables as the SV tagger above, and additional variables such as the flight
length significances of the vertices. This algorithm and its performance are described in details in [5].
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Figure 12: Secondary vertex variables: invariant mass of all tracks in vertex (left), energy fraction ver-
tex/jet (center) and number of two-track vertices (right) for b-jets and light jets.

6.1.4 Formalism of likelihood ratio

For both the impact parameter tagging and the secondary vertex tagging, a likelihood ratio method is
used: the discriminating variables are compared to pre-defined smoothed and normalized distributions
for both the b- and light jet hypotheses. Two-dimensional probability density functions are used as well
for some taggers. The ratio of the probabilities b(Si)/u(Si) defines the track or vertex weight, which can
be combined in a jet weight WJet as the sum of the logarithms of the individual weights Wi:
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The distribution of such a weight is shown on figure 13 for b-, c- and light jets for two different taggers:
the first one, IP2D, combines only the transverse impact parameter significance of tracks, while the
second one, IP3D+SV1, combines in two dimensions the transverse and longitudinal impact parameter
significances of tracks as well as the three variables from the secondary vertex search.

6.1.5 Likelihood ratio and track categories

We have seen already that tracks may exhibit different behavior even after the track selection, like for
the tracks with shared hits (Fig. 7 on page 10). One idea to take advantage of the different properties
of tracks is to arrange all tracks into various categories and use dedicated reference histograms for each
category. The likelihood ratio formalism allows then to incorporate such categories in a straightforward
way. After the division of the tracks into disjunct categories j, where every category has its own set of
reference histograms b j and u j, the jet weight can simply be written as the sum over all tracks in each
category N j

T and all categories NC:

WJet =
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ln
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It is important to note that these track categories are only used for the time being for the IP2D and
IP3D taggers, but have an indirect impact on combinations like IP3D+SV1 and JetFitterCOMB. Cur-
rently in the b-tagging software, two track categories are used: the Shared tracks, and the complementary
subset of tracks called Good tracks.
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Secondary Vertex reconstruction

p-p衝突地点から有意に
離れた b-hadronの崩壊
地点（secondary vertex）
を探す
b-hadronの崩壊地点を測定してるわけだから
secondary vertex の再構築に使われたトラックを
使って不変質量
他にもdiscriminantとして使える変数あり
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Figure 12: Secondary vertex variables: invariant mass of all tracks in vertex (left), energy fraction ver-
tex/jet (center) and number of two-track vertices (right) for b-jets and light jets.
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For both the impact parameter tagging and the secondary vertex tagging, a likelihood ratio method is
used: the discriminating variables are compared to pre-defined smoothed and normalized distributions
for both the b- and light jet hypotheses. Two-dimensional probability density functions are used as well
for some taggers. The ratio of the probabilities b(Si)/u(Si) defines the track or vertex weight, which can
be combined in a jet weight WJet as the sum of the logarithms of the individual weights Wi:
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The distribution of such a weight is shown on figure 13 for b-, c- and light jets for two different taggers:
the first one, IP2D, combines only the transverse impact parameter significance of tracks, while the
second one, IP3D+SV1, combines in two dimensions the transverse and longitudinal impact parameter
significances of tracks as well as the three variables from the secondary vertex search.

6.1.5 Likelihood ratio and track categories

We have seen already that tracks may exhibit different behavior even after the track selection, like for
the tracks with shared hits (Fig. 7 on page 10). One idea to take advantage of the different properties
of tracks is to arrange all tracks into various categories and use dedicated reference histograms for each
category. The likelihood ratio formalism allows then to incorporate such categories in a straightforward
way. After the division of the tracks into disjunct categories j, where every category has its own set of
reference histograms b j and u j, the jet weight can simply be written as the sum over all tracks in each
category N j

T and all categories NC:

WJet =
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It is important to note that these track categories are only used for the time being for the IP2D and
IP3D taggers, but have an indirect impact on combinations like IP3D+SV1 and JetFitterCOMB. Cur-
rently in the b-tagging software, two track categories are used: the Shared tracks, and the complementary
subset of tracks called Good tracks.
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Figure 7: Distance in transverse plane between reconstructed inclusive secondary vertex and true B-
meson decay point in the same jet (cm).

such vertices are marked as ”bad” in a special ”bad” track list and don’t participate in the track based
b-tagging.

At the next step of the algorithm all tracks inside jet producing the good 2-tracks vertices except
for the ”bad” ones are combined into one ”secondary” track list and a vertex fitting subroutine from
VKalVrt package tries to fit one secondary vertex with all these tracks. If the resulting vertex has an
unacceptable χ2 the track with highest contribution to the vertex χ2 is deleted from the ”secondary”
track list and the vertex is refitted. The procedure iterates until receiving good χ2 of the vertex fit or
complete disappearance of the tracks from ”secondary” track list.

The reconstruction results are illustrated in fig.6 where three dimensional distances divided by cor-
responding errors between primary vertex and reconstructed secondary vertex for light quarks jets and
b-quark jets are presented. An origin of secondary vertices in light quarks jets is mainly an occasional
coincidence between tracks (badly reconstructed) coming from primary vertex. An influence of c-quark
(D mesons) decay vertices on inclusive reconstructed secondary vertex in b-quark jets is seen in fig.7
where distance in transverse plane between reconstructed inclusive vertex and true MC b-meson decay
vertex is shown. A tail in this figure originates from a presence in the selected ”secondary” track list
the tracks from D-mesons decays. The inclusive secondary vertex reconstruction procedure in this case
gives some mean position between a B-meson decay point and a D-meson decay point.

Process εb εu
WH(100 GeV) 3 layers 57.0% 3.9%
WH(100 GeV) 2 layers 52.2% 2.8%
WH(400 GeV) 3 layers 77.2% 12.5%
WH(400 GeV) 2 layers 70.3% 9.0%

Table 6: Probability to find the inclusive secondary vertex inside jet for different reactions and different
jet flavours.

The probabilities to find the secondary vertex inside jet for the described reconstruction procedure
are shown in tab.6 for the realistic DC0 setup with low luminosity (L = 2 · 1033 cm−2s−1) pileup, 3(2)
layers and 3(2) disks of pixel detector, 1%(2%) of modules(chips) inefficiency, 400 µm b-layer with
0.5%(1%) inefficiency. WH events with MHiggs = 100(400) GeV/c2 are reconstructed. Higgs decays
into bb̄ or uū pair. Jets are reconstructed around primary quarks directions with a cone size ∆R = 0.4.

sec. vtx rec. efficiency



V0 粒子のカット

IP based, secondary vertex based どちらも light 
quark 起源の長寿命粒子（Ks, Λ, photon 
conversion）は、２トラックの不変質量（とvertexの
位置）で除く
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Figure 5: Some distributions for good reconstructed two track vertices.
a) - π+π− invariant mass spectrum with a peak of K0 decay;
b) - pπ invariant mass spectrum with a peak of Λ decay;
c) - transverse plane distance between primary and secondary vertices with the peaks due to interactions
in beam pipe walls and pixel layers.

vertexing package.
Tracks were selected with the same quality cuts as for the primary vertex reconstruction except for

the cut on transverse track impact parameter which was a0 ≤ 3.5 mm.
A search is started with a definition of all track pairs which form good (χ2 < 3.5) 2-track vertices

inside jet. All results in this note were obtained with jets defined as a cone with size ∆R = 0.4 around
primary quarks (from Higgs decay) directions. Each track must have a 3D distance from primary vertex4)

divided by its error higher than 2.0 and sum of these two normalized distances for good track pair must
be higher than 6.0.

Figure 6: Three dimensional distance between reconstructed primary and inclusive secondary vertices
divided by corresponding error for a) - light quarks jets and b) - b-quark jets.

Some of the reconstructed two track vertices are K0(Λ) decays, γ → e+e− conversions and hadronic
interactions in detector material. The corresponding distributions are presented in fig.5. The pictures 5
a) and b) show ππ and pπ mass spectra for good 2 particle vertices with peaks due to K0 and Λ decays.
The picture fig.5 c) shows a distance between primary and secondary vertices in the transverse plane
with peaks due to interactions in the material of beam pipe and pixel layers. The tracks coming from

4)Distance in 3D space between reconstructed primary vertex and the point of closest approach of particle trajectory to this
vertex



Vertexingについて

ごちゃごちゃありますが、
基本的には全部 Kalman Filter
Billoir method も formalism が違うだけ

Deterministic Annealing (adaptive fitter) だけは
やっておいたほうがよい
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Comparison of PV resolution 

Kai Grybel, University of Siegen, Marseille b-tagging workshop, 11.05.07 

Comparison of vertex reconstruction resolution of different 
     algorithms using WHbb/uu with and without pileup: 

MVF and VKal with best resolution in x and z  
Influence of pileup on resolution is small, but problem in pileup is to

     find the correct (signal) vertex

Deterministic 
Annealing

full track parameter

直線で近似
Kalman

Billoir
Kalman



Adaptive Vertex Fitter

ほとんど全てのトラックをエラーにweightをかけること
で使う
⇔ 今までの方法ではエラー（など）に閾値を設けて
クリーンなトラックだけ使っていた
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3 Adaptive Vertex Fitting

In order to improve the recognition of outliers and allow a better separation
between primary and secondary vertices, different robust fitting techniques
were recently developed [4] [5]. The main idea of robust fitting methods is
to reduce the contribution of distant tracks to the vertex fit.

In the Adaptive fitting algorithm, track errors are re-weighted according
to their χ2 contribution to the vertex by a sigmoidal function:

wi =
1

1 + e(χ2
i −χ2

cutoff)/2T
(1)

where χ2
i is the χ2 contribution of track i to the vertex, χ2

cutoff is the distance
where the weight function drops to 0.5, and T is a parameter that controls
the sharpness of the function. Given the analogy with the Fermi function in
statistical thermodynamics, the parameter T is called temperature.

Figure 5 shows the weight of a track as a function of the χ2 distance to
the vertex for χ2

cutoff = 10 and different temperatures. The standard Kalman
vertex fitting algorithm is similar to the Adaptive technique with T = 0, in
which tracks have either 0 (rejected) or 1 (accepted) weights. When T is
allowed to be greater than 0, a track from a secondary vertex may contribute
to both primary and secondary vertices, with a weight smaller than 1.

In the Adaptive fitting method there is no hard-cut to reject outliers.
Instead, all tracks can potentially contribute to the primary vertex with
different weights. The particular shape of the weight function is such that
tracks closer to the primary vertex contribute more to the estimation of the
vertex position than tracks further away.

Figure 6 shows the weight function for a particular set of parameters in
the x − y plane.

The Adaptive vertex fitter algorithm is implemented as an iterative, re-
weighted Kalman Filter and can be described as follows:

1. All primary vertex track candidates are fitted using the Kalman Filter
algorithm. Each track is weighted according to its w(χ2). Initially,
all track weights are set to 1.0. At iteration k, the weight of a track
depends on the distance to the vertex at iteration k − 1.

2. For each track used in the fit, re-compute its weight according to the
χ2 distance to the new fitted vertex. If wi(χ2) < 1.10−6, track i is
eliminated from the fit (wi(χ2)) is forced to be 0).
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 contribution to the vertex2!track 
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T = 0

T = 0.5

T = 1

 = 10 2!Fermi Weight Function, 

Figure 5: Weight of a track with respect to a vertex as a function of the χ2

distance to the vertex for different temperature parameters. In the Adaptive
fitting, all tracks contribute to the fit when T > 0.
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実際に使われてるアルゴリズム
ATLASのデフォルトはlikelihood ratio
2D SIP + 1D SIP + 10ページの変数３つ
他にstudyされてるのは
2D SIP 単体、2D+1D SIP, JetProb., charm decay 
まで考慮してのvertexing + default

CMSは JetProb. をデフォルトとして薦めてるらしい
他は counting SIP, secondary vtx. reconstruction
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Figure 13: Jet b-tagging weight distribution for b-jets, c-jets and purified light jets. The left plot is for
a tagger based on the transverse impact parameter significance of tracks. The right plot corresponds to
a tagger using the transverse and longitudinal impact parameter significances of tracks as well as the
properties of the secondary vertex found in the jet.

6.2 Other spatial algorithms

The spatial algorithms based on likelihood ratios require an a-priori knowledge of the properties of both
b-jets and light jets. Methods to measure them on data are being devised for the b-jets [13, 14] but will
require at least about 100 pb−1. In addition there is no clear way to extract a pure enough sample of light
jets, and Monte Carlo simulation will probably have to be used once a thorough validation against data
has been performed. A few other spatial taggers are therefore developed, which have less reliance on
Monte Carlo and are expected to be easier and faster to commission with the first real data.

6.2.1 JetProb

JetProb is an implementation of the ALEPH tagger [6], used extensively at LEP and later at the Tevatron.
The signed impact parameter of each selected track in the jet is compared to a resolution function R for
prompt tracks, in order to measure the probability that the track originates from the primary vertex:

Pi =
∫ −|a0/σ |

−∞
R(x)dx (3)

The resolution function can be measured in data using the negative side of the signed impact param-
eter distribution (cf. section 8.5.1). The individual probability of each of the N tracks are then combined
to obtain a jet probability P jet which discriminates b-jets against light jets (Fig. 14):

P jet = P0

N−1

∑
j=0

(−lnP0) j

j!
(4)

where

P0 =
N

∏
i=1

P ′
i and

{
P ′

i = Pi
2 if a0 > 0

P ′
i =

(
1− Pi

2

)
if a0 < 0

(5)

17



Efficiency and Fake Rejection Factor in MC

likelihood を作るための reference histogram は
large tt, ttjj sample
注意：jet pT, ηなどでbin切りされていないので
performance には sample dependence あり
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and data sets used in this note is given. Section 3 describes the reconstruction of the primary event
vertex, its performance and impact on b-tagging. Algorithms designed for the inclusive reconstruction
of secondary decay vertices inside jets based on two different methods are described in Sections 4.1 and
4.2. The performance of these algorithms in terms of secondary vertex related quantities is discussed
in Section 5. Their combination with the pure track impact parameter based b-tagging algorithms is
described in Section 6. The b-tagging performance of the algorithms is presented in Section 7. Section 8
gives an outlook towards possible future improvements, followed by a summary and conclusions in
Section 9. In this note, the focus is put on aspects of primary and secondary vertex reconstruction
as relevant for b-tagging. Other aspects and performance issues are addressed in notes dedicated to
primary [9] and secondary vertex reconstruction [4, 7, 8]

2 Definitions, reconstruction details and datasets

This section gives definitions and technical details of data reconstruction and analysis procedure used in
this note. More detailed information about ATLAS track reconstruction and b-tagging algorithms can be
found in [2].

The efficiency to tag a jet of flavour q as b-jet, εq, is defined as:

εq =
Number of jets of real flavour q tagged as b

Number of jets of real flavour q
. (1)

Usually εb is called tagging efficiency and εudsc - mistagging rate The inverse of the mistagging rate
rudsc = 1/εudsc is called b-tagging rejection power or simply rejection. The assignment of a certain
flavour to a jet is not unambigously defined. For reconstruction and analysis purposes the following
definition has been introduced: the jet flavour is the flavour of the heaviest quark after gluon radiation
and splitting within a cone of some size around jet direction. The default cone size used in ATLAS and
in the current note is ∆R < 0.3. To test the pure algorithmic performance of the algorithms, a procedure
called “purification” may be applied. Here, a light quark jet is only considered if there is no heavy parton
(b- or c-quark) or τ lepton within a cone of 0.8 around the jet direction.

Several jet reconstruction algorithms are available in ATLAS [3]. The b-tagging performance may
depend on the jet algorithm, but the studies of this dependence is outside the scope of this note. For the
studies in this note, an iterative cone algorithm with a cone size of ∆R = 0.4 using combined calorimeter
towers as input, has been used. Charged particle tracks have been reconstructed with a Kalman filter
based algorithm [12].

Offline ATLAS jet reconstruction and track reconstruction are completely independent. An assign-
ment of tracks to jets is thus necessary for secondary vertices search and b-jet tagging. The current
ATLAS method used also in this note is again based on a geometrical cone around the jet direction. All
charged tracks within a certain cone (default value is ∆R < 0.4) around the jet axis are assigned to a jet.
The assignment cone size and procedure itself may be changed in future (kt jets are evident candidate) if
better tagging efficiency is achievable with them.

The following fully simulated Monte Carlo samples have been used for the performance studies
described in this note:

• Higgs boson production in association with a W boson. The W was forced to decay into a muon
and its anti-neutrino, W → µνµ , the Higgs boson was forced to decay into pairs of b-, c- or u-
quarks: H → bb, H → cc, H → uu. This ensures that the jets of different quark flavour have very
similar kinematics. To cover a wide range of jet transverse momenta, samples with Higgs boson
masses of mH = 120 GeV/c2 and mH = 400 GeV/c2 have been produced.

• Events with pairs of top quarks, tt, where one or both W bosons decayed leptonically.
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Figure 16: Rejection of light jets with purification versus b-jet efficiency for WH (mH =120 GeV) events
(left plot) and WH (mH=400 GeV) events (right plot) and for the following taggers: JetProb, IP2D, IP3D,
IP3D+SV1, JetFitterCOMB.

Table 2: Integrated rejection of purified light jets for two fixed b-tagging efficiencies and for WH
(mH =120 GeV) events and several taggers.

JetProb IP2D IP3D IP3D+SV1 JetFitterCOMB
Purified light jet rejection, 50% 83±1 116±2 190±3 457±13 554±17
Purified light jet rejection, 60% 30±0 42±0 59±1 117±2 133±2

To study more energetic jets, similar physics processes have been studied for a different Higgs boson
mass, mH=400 GeV (again such a choice is unphysical but useful for these studies). The results are
shown on Figure 16(b) and Table 3.

Table 3: Integrated rejection of purified light jets and c-jets for two fixed b-tagging efficiencies and for
WH (mH =400 GeV) events and several taggers.

JetProb IP2D IP3D IP3D+SV1 JetFitterCOMB
Purified light jet rejection, 50% 71±1 163±3 179±3 297±7 395±11
Purified light jet rejection, 60% 27±0 56±1 58±1 95±1 123±2
Purified c-jet rejection, 50% 7.9±0.1 9.7±0.1 10.7±0.2 12.5±0.2 12.7±0.2
Purified c-jet rejection, 60% 4.7±0.0 5.7±0.1 6.1±0.1 6.8±0.1 7.3±0.1

7.2 Top and multi-jets channels

The case of pair-produced top quarks is now examined. In this case, the jet multiplicity is much higher,
even for the lepton+jets channel considered thereafter, since there is usually at least four jets from the
hard process and extra jets from radiation. Several flavors of jets are present at the same time in the event:
two b-jets from the tops, light jet(s) and often a c-jet from the W decaying hadronically. This increases
the likelihood of having light jets contaminated with heavy flavor and also makes the labeling of jets
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Jet pT and η dependence

pTとη分布自体に相関があることに注意
本当はη- pT 平面上で見るべき

Low pT, high ηでの degradation
粒子の多重散乱 ← 物質量が多い（後述）

High pT での degradation
粒子がよりcollimateされて粒子密度が上がる
そもそもfragmentationからの粒子が増える
ビームパイプの外まで粒子が飛んでしまう
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Table 6: Integrated rejection of light jets, with and without purification, for SUSY events and for several
taggers. Release 13.

JetProb IP2D IP3D IP3D+SV1 JetFitterCOMB
Raw light jet rejection, 50% 66±1 139±4 159±5 242±9 323±14
Purified light jet rejection, 50% 68±1 160±5 180±6 285±13 370±19
Raw light jet rejection, 60% 26±0 51±1 55±1 87±2 108±3
Purified light jet rejection, 60% 26±0 55±1 58±1 97±3 115±3

7.4 pT and η dependence

The b-tagging performance depends strongly on the jet momentum and rapidity, as shown on Figure 18.
At low and high pT , or at high |η |, the performance gets poor, regardless of which tagger is used.

At low pT , performance is degraded mostly because of more multiple scattering and more secondary
interactions. This also holds for the high |η | region, where the amount of material in the tracking region
increases very significantly. In addition, there is currently no rejection of secondary interactions found
to be produced in the pixel disks, unlike what is done in the barrel (cf. Section 6.1.3).
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Figure 18: Rejection of light jets with purification obtained with two b-tagging algorithms (IP2D and
IP3D+SV1) operating at a fixed b-tagging efficiency of 60% in each bin, for tt̄ events.

Several effects conspire to reduce the b-tagging performance as the jet pT increases. First of all, the
number of fragmentation tracks increases with the parton transverse momentum, as shown on Fig. 19,
while the jet is collimated into a narrower cone: since a fixed-size cone is currently used to associate
tracks to the jet this leads to a dilution of the discriminating power in b-jets. The density of tracks in the
core of energetic jets challenges the pattern-recognition ability of the software and of the inner detector
itself, leading to either a reduced tracking efficiency or a high level of fakes as shown on Figure 6 in
page 9 for jets with ET > 100 GeV. Finally, for very energetic B-hadrons the Lorentz boost leads to
a much enhanced decay length. The typical cτ (∼ 450µm) of B-hadrons is thus scaled by a factor
γ ∼ |pB|/mB which begins to be significant. For high pT jets, the B-hadron can decay at a rather large
radius RB, as illustrated in Table 7: close to the inner radius of the pixel detector, leading to more tracking
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Summary of Performance at ATLAS

数字を現段階で真剣に受け取らないで下さい
performanceを落とす様々な効果は次頁以降
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Figure 16: Rejection of light jets with purification versus b-jet efficiency for WH (mH =120 GeV) events
(left plot) and WH (mH=400 GeV) events (right plot) and for the following taggers: JetProb, IP2D, IP3D,
IP3D+SV1, JetFitterCOMB.

Table 2: Integrated rejection of purified light jets for two fixed b-tagging efficiencies and for WH
(mH =120 GeV) events and several taggers.

JetProb IP2D IP3D IP3D+SV1 JetFitterCOMB
Purified light jet rejection, 50% 83±1 116±2 190±3 457±13 554±17
Purified light jet rejection, 60% 30±0 42±0 59±1 117±2 133±2

To study more energetic jets, similar physics processes have been studied for a different Higgs boson
mass, mH=400 GeV (again such a choice is unphysical but useful for these studies). The results are
shown on Figure 16(b) and Table 3.

Table 3: Integrated rejection of purified light jets and c-jets for two fixed b-tagging efficiencies and for
WH (mH =400 GeV) events and several taggers.

JetProb IP2D IP3D IP3D+SV1 JetFitterCOMB
Purified light jet rejection, 50% 71±1 163±3 179±3 297±7 395±11
Purified light jet rejection, 60% 27±0 56±1 58±1 95±1 123±2
Purified c-jet rejection, 50% 7.9±0.1 9.7±0.1 10.7±0.2 12.5±0.2 12.7±0.2
Purified c-jet rejection, 60% 4.7±0.0 5.7±0.1 6.1±0.1 6.8±0.1 7.3±0.1

7.2 Top and multi-jets channels

The case of pair-produced top quarks is now examined. In this case, the jet multiplicity is much higher,
even for the lepton+jets channel considered thereafter, since there is usually at least four jets from the
hard process and extra jets from radiation. Several flavors of jets are present at the same time in the event:
two b-jets from the tops, light jet(s) and often a c-jet from the W decaying hadronically. This increases
the likelihood of having light jets contaminated with heavy flavor and also makes the labeling of jets
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Figure 16: Rejection of light jets with purification versus b-jet efficiency for WH (mH =120 GeV) events
(left plot) and WH (mH=400 GeV) events (right plot) and for the following taggers: JetProb, IP2D, IP3D,
IP3D+SV1, JetFitterCOMB.

Table 2: Integrated rejection of purified light jets for two fixed b-tagging efficiencies and for WH
(mH =120 GeV) events and several taggers.

JetProb IP2D IP3D IP3D+SV1 JetFitterCOMB
Purified light jet rejection, 50% 83±1 116±2 190±3 457±13 554±17
Purified light jet rejection, 60% 30±0 42±0 59±1 117±2 133±2

To study more energetic jets, similar physics processes have been studied for a different Higgs boson
mass, mH=400 GeV (again such a choice is unphysical but useful for these studies). The results are
shown on Figure 16(b) and Table 3.

Table 3: Integrated rejection of purified light jets and c-jets for two fixed b-tagging efficiencies and for
WH (mH =400 GeV) events and several taggers.

JetProb IP2D IP3D IP3D+SV1 JetFitterCOMB
Purified light jet rejection, 50% 71±1 163±3 179±3 297±7 395±11
Purified light jet rejection, 60% 27±0 56±1 58±1 95±1 123±2
Purified c-jet rejection, 50% 7.9±0.1 9.7±0.1 10.7±0.2 12.5±0.2 12.7±0.2
Purified c-jet rejection, 60% 4.7±0.0 5.7±0.1 6.1±0.1 6.8±0.1 7.3±0.1

7.2 Top and multi-jets channels

The case of pair-produced top quarks is now examined. In this case, the jet multiplicity is much higher,
even for the lepton+jets channel considered thereafter, since there is usually at least four jets from the
hard process and extra jets from radiation. Several flavors of jets are present at the same time in the event:
two b-jets from the tops, light jet(s) and often a c-jet from the W decaying hadronically. This increases
the likelihood of having light jets contaminated with heavy flavor and also makes the labeling of jets
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even more ambiguous as discussed previously. The benchmark curves of jet rejection versus b-tagging
efficiency are shown on Figure 17, for light jets (purified or not), c− and τ-jets and for several taggers.
The Table 4 shows the light jet rejection achieved in tt̄ events and in tt̄ j j events, both samples being
generated with MC@NLO+Herwig. The latter events are tt̄ events which were filtered in order to have
at least six jets, of which four are taggable. Since the performance in those two samples were similar,
they have been merged.

Table 4: Integrated rejection of light jets, c-jets and τ-jets, with and without purification, for tt̄ and tt̄ j j
events and for several taggers.

JetProb IP2D IP3D IP3D+SV1 JetFitterCOMB
Raw light jet rejection, 50% 92±0 142±1 219±1 423±4 593±6
Purified light jet rejection, 50% 99±0 181±1 293±2 732±10 863±12
Raw light jet rejection, 60% 31±0 49±0 67±0 144±1 180±1
Purified light jet rejection, 60% 33±0 56±0 76±0 194±1 213±2
Raw c-jet rejection, 50% 8.4±0.0 9.4±0.0 10.6±0.0 12.4±0.1 12.3±0.1
Purified c-jet rejection, 50% 8.4±0.0 9.5±0.0 10.6±0.0 12.5±0.1 12.3±0.1
Raw c-jet rejection, 60% 5.1±0.0 5.8±0.0 6.4±0.0 7.4±0.0 7.4±0.0
Purified c-jet rejection, 60% 5.1±0.0 5.8±0.0 6.5±0.0 7.4±0.0 7.4±0.0
Raw τ-jet rejection, 50% 10.2±0.1 13.2±0.1 19.0±0.2 39.4±0.7 32.9±0.5
Purified τ-jet rejection, 50% 10.2±0.1 13.4±0.1 19.3±0.2 40.7±0.7 33.3±0.5
Raw τ-jet rejection, 60% 5.1±0.0 6.3±0.0 7.8±0.1 21.5±0.3 17.3±0.2
Purified τ-jet rejection, 60% 5.1±0.0 6.3±0.0 7.9±0.1 22.3±0.3 17.5±0.2

It is interesting to notice that, despite the more complex topology of these tt̄ events, the integrated
light-jet rejection achieved is higher than for the WH (mH=120 GeV) case. This is mostly because jets in
tt̄ events are more central than the ones in WH production ( cf. Fig. 15), and the b-tagging performance
degrade quickly at large pseudo-rapidities: this will be detailed in Section 7.5.

The Table 5 shows the light jet rejection achieved in the complex topologies with at least six jets.
Those channels are relevant for the Higgs discovery channel tt̄H(bb̄) which requires a high b-tagging
efficiency since four jets are b-tagged and the cross-section is low: therefore the more typical working
points of εb around 60-70% are shown. Those samples are based on Pythia, unlike the tt̄ j j sample
considered in Table 4 above which is a background for this channel as well but is based on Herwig and
was kept separate for this reason.

Table 5: Integrated rejection of light jets and c-jets, with and without purification, for tt̄H and tt̄bb̄ events
and for several taggers.

JetProb IP2D IP3D IP3D+SV1 JetFitterCOMB
tt̄H
Raw light jet rejection, 60% 26±0 38±0 49±1 84±1 107±2
Purified light jet rejection, 60% 38±0 56±1 73±1 175±5 178±5
Raw light jet rejection, 70% 11±0 15±0 19±0 31±0 33±0
Purified light jet rejection, 70% 15±0 19±0 24±0 45±1 41±1
tt̄bb̄
Raw light jet rejection, 60% 26±0 37±0 50±1 94±2 117±2
Purified light jet rejection, 60% 28±0 48±1 65±1 146±3 160±4
Raw light jet rejection, 70% 11±0 14±0 19±0 31±0 31±0
Purified light jet rejection, 70% 11±0 17±0 22±0 39±0 35±0
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検出器の Performance

Baselineの解析ではPixelの５％が死んでると仮定
１％、あるいは３％のdeadだと…
tracking efficiency は最大2.5%程度向上

Secondary vertex reconstruction のほうが
sensitive

もっと死んでるときの study はされていない（？）
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8.3.1 Fraction of dead and special pixel channels

The impact of varying the fraction of random dead pixels as discussed in section 4.1.3 was studied for
three taggers and the results are shown on Table 10. When decreasing from 5% to the more realistic 1%
the fraction of dead pixels, the tracking efficiency for tracks fulfilling the b-tagging quality cuts improves
by up to 2.5% (around η ∼ 0) leading to a gain in rejection of at most 20%. As expected, the tagger
using secondary vertex is the most sensitive to such changes.

Table 10: Baseline light jet rejection for several taggers and the relative change with various configu-
rations of the pixel system (see text) for a 60% b-tagging efficiencies in tt̄ events. The used reference
histograms were produced with the respective samples.

IP2D IP3D IP3D+SV1
εb = 60%
Baseline rejection (5% of dead pixels) 48±1 90±2 201±8
Relative change with 1% of dead pixels 1.08 1.09 1.20
Relative change with 3% of dead pixels 1.00 1.00 1.09
Relative change with a dead half-stave on b-layer
Relative change with a dead bi-stave on b-layer
Relative change with a dead half-stave on L3
Relative change with a dead bi-stave on L3
Relative change with digital clustering 0.65 0.64 0.81

8.3.2 Dead modules

During the pixel operation, it is thought that the two most likely sources of potential failures could be an
opto-board failure, leading to half a stave (at most 7 modules) inoperant, and a cooling problem implying
that a whole bi-stave (26 modules) could not be used. Two study those scenarios, the pixel digitization
was modified to artificially kill the corresponding modules, in either the b-layer or the external pixel
layer. The impact on b-tagging performance of these two scenarios is shown in Table 10.

8.3.3 Pixel clustering and ToT information

Hit pixels with a common edge are clustered together. There are basically two ways to define the position
of the cluster and its error. In the so-called digital clustering, the position is defined separately in the
transverse and longitudinal views, as the arithmetic mean of the digital (center) positions of all the hit
pixels. The error on the position is the pixel pitch over

√
12. Another option, the analog clustering, uses

the limited charge information provided by the time-over-threshold capability of the pixels to define a
weighted position. In a first pass this charge correction is defined as a function of the detecting element
pseudo-rapidity and the size of the cluster. Once the track has been found, a second pass is done to use
the actual track incidence angles and thus refine the position before the final fit. The error is parametrized
as a function of the track pseudo-rapidity and the cluster size.

The latter approach is currently the default. The impact of switching back to the digital clustering is
shown in Table 10. The loss in rejection power is significant: 20-35%. This underlines the importance
of the clustering : in some environments like the very high-pT jets (section 8.1) where neighboring hit
pixels are often coming from different tracks, specific clustering strategies have to be devised.
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物質量

Degradation comes from
worse resolution
more secondary particles
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CSC-01-02-00 much more realistic than the previous DC3-02. As shown on Figure 1 in page 4, in the
very central region (|η | < 0.5) the thickness in radiation length has increased by AA%, and by as much
as BB% for 1.5 < |η | < 2.5 where many services are (most of them being outside the tracking volume
though). Further additions have been made to CSC-01-02-00 since then, however the transition between
DC3-02 and CSC-01-02-00 was the most dramatic one. Its impact on the b-tagging performance is
studied in this section, using the same 50k tt̄ events simulated with the two different geometries and
reconstructed in the same way.

The first noticeable effect is the degradation of the impact parameter resolution. On Figure 24, the
results for two bins in track pseudo-rapidity are compared with the previous DC3-02 geometry. For
pT ∼ 1 GeV, the transverse impact parameter resolution worsens by 15% in the central region and by 8%
in the forward region.
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Figure 24: Track impact parameter resolutions versus track pT for older geometry (DC3-02, in red) and
the current geometry (CSC-01-02-00, in black). Both the central region |η | < 0.5 (solid symbols) and
the forward region 2 < |η | < 2.5 (open symbols) with more material are shown.

The other effect is an increased fraction of particles undergoing interactions in the matter of the
detector and producing secondary particles which can, directly or through pattern-recognition problems,
fake non-prompt tracks. The average number of tracks per jet fulfilling the b-tagging quality cuts and
which are matched to a secondary particle is XX in the DC3-02 geometry and YY in CSC-01-02-00.
After the identification of two-track vertices and rejection of their legs, those numbers are still XX2 and
YY2 respectively.

The net impact on the b-tagging performance is summarized in Table 9. For the IP taggers, the
likelihood were re-calibrated on the corresponding samples. For JetProb, the resolution histogram was
also rebuilt in situ with the tracks in each sample. With the additional material, the rejection power is
decreased by about 50%, all other things being equal. The simplest taggers are more robust than the
sophisticated ones.
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Figure 1: Distribution of the thickness of the Inner Detector in percentage of radiation length versus
the pseudo-rapidity. The contributions from the various systems and components are shown in different
colors. The geometry used in release 11 (DC3-02) and in release 12 (CSC-01-02-00) are compared.

In addition to the known increase in the material budget, Monte Carlo events for the CSC exercise
have been generated with distorted material, to account for potential approximations in the detector
description. In the inner detector, this additional material has been placed at φ > 0 and is not symmetric
in z. The corresponding increase of the thickness in radiation length amounts to about 8% (15%) at η ∼ 0
(∼ 1). Unless otherwise specified, all the Monte Carlo events used in this note have been generated with
this distorted geometry ATLAS-CSC-01-02-00, within Athena release 12.0.31.

2.3 Treatment of inefficiencies and dead channels

To achieve the best b-tagging performance, reconstructed tracks have to fulfill tight requirements. In
particular, two hits are required in the pixel detector. An accurate description of the pixel inefficiencies
is therefore mandatory. A single pixel inefficiency of 5% has been used to simulate the events. This
number is very conservative. Measurements on the pixel staves before the installation in the pit give a
single pixel inefficiency below ∼ 0.3% (and below ∼ 0.1% for the b-layer for which the best components
were used). The effect of this inefficiency is especially relevant at low |η | where half of the pixel clusters
contain only one pixel. Some events with a single pixel inefficiency of 3% (the canonical number used
in previous studies [2]) and 1% have also been generated to estimate the improvement of performance
in less conservative and more realistic scenarios. Their impact on tracking and b-tagging performance is
discussed respectively in section 4.1.3 and 8.3.1.

Chip and module inefficiencies have not been considered in the vast majority of these studies. A
short study is discussed in Section 8.3.1. Their effect has been studied in details in Ref. [2] and can be
very important. However the latest measurements done right before the integration indicate that only one
module (in the middle layer) out of 1744 is dead and that the fraction of dead chips is below 1.5 10−4.

Except otherwise stated, the pixel hits were clustered with an algorithm making use of the time-over-
threshold to weight the pixel hits.

4

Table 9: Baseline (CSC-01-02-00 geometry) light jet rejection for several taggers and the relative change
when using the previous geometry (DC3-02) with less material, for two b-tagging efficiencies (εb = 50%
and εb = 60%) in tt̄ events.

JetProb IP2D IP3D IP3D+SV1
εb = 50%
Baseline rejection (CSC-01-02-00) 181±7 297±15 833±71
Relative change with DC3-02 +61% +70% +71%
εb = 60%
Baseline rejection (CSC-01-02-00) 53±1 72±2 219±10
Relative change with DC3-02 +55% +42% +56%

To confirm this and estimate the relative importance of resolution effects and secondaries, two studies
were performed. The light jet rejection for DC3 and CSC geometries versus b-tagging efficiency is shown
on Figure 25(a) for the IP2D tagger. On Figure 25(b), the impact parameter resolution for the DC3
geometry was rescaled to mimic the one of the CSC-01-02-00 geometry. This rescaling was obtained by
adding a gaussian term which sigma is pT -dependent (∼ 15µm at 5 GeV). Below 5 GeV, both pT and η
dependencies were taken into account. This correction reduces the discrepancy between the two samples
from 60% to 17%. Finally, 8% of the tracks coming from secondaries were randomly removed from the
CSC sample in order to get on average the same number of secondaries in both samples. The results after
the two corrections can be seen on Figure 25(c), and agree within 10%. Therefore, about 70% of the loss
of rejection coming from the extra material in the CSC geometry with respect to the DC3 geometry can
be explained by the worsening of the impact parameter resolution, and at most 20% by extra secondaries.
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Figure 25: Light jet rejection with DC3 geometry (red) or CSC geometry (black) versus b-tagging effi-
ciency, for the IP2D tagger. See text for details.

8.3 Impact of the pixel detector and operation mode

The pixel detector and notably the innermost b-layer are critical for achieving good b-tagging perfor-
mance. The detector efficiency enters obviously in the tracking performance but is also explicitly a
key-ingredient for b-tagging since the b-tagging quality cuts require on each track at least two pixel hits
of which one is in the b-layer.

Those pixel hit requirements are made to maintain the highest resolution on the impact parameter of
tracks. Another ingredient to achieve high resolution is the clustering algorithm chosen, especially in the
innermost layers. This is a critical point when the local track density gets high.

The following studies were done by changing the default digitization (release 12.0.31) and with the
standard reconstruction (release 13.0.40).
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Table 9: Baseline (CSC-01-02-00 geometry) light jet rejection for several taggers and the relative change
when using the previous geometry (DC3-02) with less material, for two b-tagging efficiencies (εb = 50%
and εb = 60%) in tt̄ events.

JetProb IP2D IP3D IP3D+SV1
εb = 50%
Baseline rejection (CSC-01-02-00) 181±7 297±15 833±71
Relative change with DC3-02 +61% +70% +71%
εb = 60%
Baseline rejection (CSC-01-02-00) 53±1 72±2 219±10
Relative change with DC3-02 +55% +42% +56%

To confirm this and estimate the relative importance of resolution effects and secondaries, two studies
were performed. The light jet rejection for DC3 and CSC geometries versus b-tagging efficiency is shown
on Figure 25(a) for the IP2D tagger. On Figure 25(b), the impact parameter resolution for the DC3
geometry was rescaled to mimic the one of the CSC-01-02-00 geometry. This rescaling was obtained by
adding a gaussian term which sigma is pT -dependent (∼ 15µm at 5 GeV). Below 5 GeV, both pT and η
dependencies were taken into account. This correction reduces the discrepancy between the two samples
from 60% to 17%. Finally, 8% of the tracks coming from secondaries were randomly removed from the
CSC sample in order to get on average the same number of secondaries in both samples. The results after
the two corrections can be seen on Figure 25(c), and agree within 10%. Therefore, about 70% of the loss
of rejection coming from the extra material in the CSC geometry with respect to the DC3 geometry can
be explained by the worsening of the impact parameter resolution, and at most 20% by extra secondaries.
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Figure 25: Light jet rejection with DC3 geometry (red) or CSC geometry (black) versus b-tagging effi-
ciency, for the IP2D tagger. See text for details.

8.3 Impact of the pixel detector and operation mode

The pixel detector and notably the innermost b-layer are critical for achieving good b-tagging perfor-
mance. The detector efficiency enters obviously in the tracking performance but is also explicitly a
key-ingredient for b-tagging since the b-tagging quality cuts require on each track at least two pixel hits
of which one is in the b-layer.

Those pixel hit requirements are made to maintain the highest resolution on the impact parameter of
tracks. Another ingredient to achieve high resolution is the clustering algorithm chosen, especially in the
innermost layers. This is a critical point when the local track density gets high.

The following studies were done by changing the default digitization (release 12.0.31) and with the
standard reconstruction (release 13.0.40).
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Table 3: Error scaling parameters for the different alignment scenarios. The parameter a was tuned using
the Perfect case and used for all alignment scenarios.

All Perfect Random10 Random5 Aligned
a c(µm) c(µm) c(µm) c(µm)

Pixel Barrel Phi 1.03 0 31 13 3
Pixel Barrel Eta 0.97 0 71 34 13
Pixel Endcap Phi 1.05 0 30 14 3
Pixel Endcap Eta 1.08 0 43 11 15
SCT Barrel 0.78 0 0 2 7
SCT Endcap 0.86 0 6 5 8
TRT Barrel 0.82 0 11 3 37
TRT Endcap 0.77 0 11 10 19

The values of a are seen to be well below 1 for the SCT and TRT. This is due to an over estimate of
the intrinsic errors. In later software releases this has been improved.

The value for c gives some indication of the level of residual misalignment. For the Random5 and
Random10 sets, the values of c are higher than what was input for the module shifts. This is possibly
due to a larger error being needed to compensate for the effects of the layer and disc movements. It can
be seen that the real alignment results in small values of c compared to the hand made sets. In the rφ
direction one gets 3 µm and in the η measurement direction one gets around 15 µm.

3 Effects of Misalignment on Tracking and Vertexing

For the study of the impact of residual misalignments on track reconstruction, a sample of about 15,000
WH(120) → bb events is used, no pile-up being included. This sample has been reconstructed using
different scenarios for the detector layout and for error scaling, with all other settings being kept the
same:

• ”nominal”, where the reconstruction is performed using the nominal detector geometry, represent-
ing the ideal case when the detector is perfectly aligned,

• ”misaligned”, where residual misalignment is added using the Random10 set as described in Sec-
tion 2,

• ”misaligned + error scaling”, where error scaling factors are introduced in addition to the residual
misalignment.

The the track reconstruction efficiency is then computed for each scenario by comparing truth tracks
to corresponding reconstructed tracks. A truth track is considered to match a reconstructed track if it
is the source of at least 50% of the hits associated to the reconstructed track. Next, the efficiency is
computed as the ratio of the number of matched tracks to the number of all truth tracks. The results for
the efficiency for each of the three scenarios are shown in Table 4. The presence of residual misalignment
causes a loss of about 2% in the efficiency, while the introduction of error scaling completely recovers
the loss of performance.

The number of fake tracks is also investigated, in a similar manner to the track reconstruction ef-
ficiency calculation. A track is labeled as ”fake” if it has less than 50% of its hits from a single truth
track. The percentage of fake tracks from the total accepted tracks is shown in Table 5 for the case of
the nominal detector geometry, the misaligned detector and when error scaling is introduced on top of

5

The errors on the hits directly effect whether a hit is associated to a track, the track propagation and
track parameter errors and downstream objects that use tracks as input, such as vertexing. Of particular
importance to b-tagging is the precision of the impact parameter and vertexing. It is therefore necessary
to have accurately assigned hit errors.

In this section hits will refer to clusters in the silicon detectors (pixel and SCT) and drift circles in
the TRT. In order to correct the hit errors, The diagonal elements of the error matrix are modified using
two parameters a and c:

σ ′2 = a2 ·σ 2 + c2 (1)

where:

• σ is the original error assigned to the hit which should normally be close to the intrinsic resolution
if properly determined.

• a is a factor to the error, which is meant to correct for inaccuracies in the intrinsic error calculation.

• c is a constant added in quadrature to the error. This is meant to correct effects attributed purely to
residual misalignments.

Since each detector component can have significantly different behaviour the granularity of each
detector component has to be taken into account, and therefore different sets of (a, c) have to be computed
separately for the barrel and endcap regions for each detector technology, as well as for the different η
and φ measurement directions in the case of the pixel detector.

For the derivation of the (a, c) pairs, the distributions of hit residuals and their pull distributions are
analyzed, and in particular the deviations of the pull widths from the ideal value of 1.0 are investigated.

Since the scale factor a is intended to correct the intrinsic resolutions, this is most easily obtained
with a perfectly aligned geometry. Naturally, this is not possible with real data, where more in depth
studies would be needed to determine if the assigned intrinsic errors are appropriate. It is assumed here
that these can be determined by other means or that the intrinsic resolutions determined in the simulation
are reasonably close to that of the real detector.

The widths of the resulting pull distributions can be used directly as the scaling factors a. This is
iterated a few times, applying the correction, rerunning reconstruction and then determining new values
of a. The iterations are necessary due to correlations between detector components. The factor of c is set
to zero when determining the a factor.

The resulting factors of a are then kept constant when used for the misaligned detector. Several
iterations (apply (a, c) factors, reconstruct sample, analyze pulls) are performed using a misaligned
detector, in order to determine the c factor. It is computed using the formula:

c2
i = (p2

obs −1)a2σ2
0 + p2

obsc
2
i−1 (2)

where ci and ci−1 are the values of the c factor obtained in the iteration i and i−1, respectively. pobs
is the hit residual pull width observed at step i, and σ0 is the average intrinsic detector resolution.

The determination of c does not rely on any truth information and the procedure can be applied to
real data. For this study a sample of high energy single muons was used, while in reality one would need
to study with more realistic event sample and track selection.

2.2 Error Scaling Parameters

The resulting parameters after the tuning are shown in Table 3.
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pixel residual misalignments were put in since that the degradation of the b-tagging performance is
expected to be dominated by the alignment of the pixel system. The SCT and TRT were corrected
perfectly as in the prefect alignment case. Due to movements of higher level structures in this set
some systematics effects are possible. The levels of misalignment are given in Table 1. The axis
definitions for the module level uses a local frame where x,y are the rφ and η measurement direc-
tions and z is out of the plane. For higher levels they correspond to the global frame with z-axis
along the beam direction. RotX, RotY, RotZ are rotations around the corresponding axes. The
module level shifts in the rφ measurement direction are around 10 µm. The set is a guess at the
level of misalignments expected during the early running period. It is not well known what levels
of misalignments are expected after certain running periods so this is just an indication rather than
being a firm prediction of what is expected at start up. Comparison with the real alignments shows
this to be a fairly pessimistic scenario.

• Random5: As with Random10, but with levels of misalignment better by about a factor of 1.5 to
2. This is a guess at what might be expected after several years of running. As with Random10 this
set introduces misalignments at the three levels of hierarchy with levels of misalignment given in
Table 2.

Table 1: Residual misalignment for Random10. Gaussian distribution with sigmas as tabulated. Shifts
are in µm and rotations are in mrad.

Level x y z RotX RotY RotZ
Module 10 30 30 0.3 0.5 0.2
layer 10 10 15 0.05 0.05 0.1
disk 10 10 30 0.2 0.2 0.1
Whole Pixel 10 10 15 0.1 0.1 0.1

Table 2: Residual misalignment for Random5. Gaussian distribution with sigmas as tabulated. Shifts are
in µm and rotations are in mrad.

Level x y z RotX RotY RotZ
Module 5 15 15 0.15 0.3 0.1
layer 7 7 10 0.02 0.02 0.05
disk 7 7 20 0.1 0.1 0.05
Whole Pixel 7 7 10 0.05 0.05 0.05

2 Error Scaling

2.1 Error Scaling Procedure

The intrinsic error of a hit will depend on a number of factors such as the cluster width and track di-
rection. These factors are taken into account when calculating the intrinsic error of the hit. In the case
of a perfectly aligned detector, if these intrinsic errors are properly determined one expects the pull
distribution of the hit residuals to be close to one.

The differences between the real positions of individual hits and those recorded by a misaligned
detector lead to an additional error term that must be added to intrinsic error of the hits.

3
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Figure 4: Light jet rejections using IP3D+SV1 tagger for the four misalignment scenarios at b-tagging
efficiency working points of 50% (left plot) and 60% (right plot). Results are shown before and and after
error scaling (ES).

Without error scaling (see Figure 6) the SV1 tagger shows significant differences for the different
alignment scenarios. The ratio between rejections with error scaling to those without error scaling is
shown in Figure 7. It can be seen that the error scaling has the most beneficial affect with the larger
misalignments (“Random10” and “Random5”) for the SV1 performance. For the “Aligned” scenario the
error scaling has little affect while for the “Perfect” case it actually degrades the performance slightly. For
the impact parameter based taggers the error scaling has a smaller effect on the b-tagging performance
and even degrades the performance in some cases.

The error scaling parameter c is zero for the “Perfect” and small for the “Aligned” set and conse-
quently for both cases the effect on the performance on b-tagging is also small. For the “Aligned” case,
while the relative difference is smaller than the hand made sets, it seems that the error scaling actually
degrades the performance slightly.

The reason for loss of performance with error scaling for the “Aligned” case is unclear but a possible
contributing factor is that the scaling factors a are quite large, with the non tuned errors being over esti-
mated for the SCT and TRT. The additive term is small compared to the intrinsic resolution and probably
has little impact. This over estimate of the errors may have a beneficial effect in that it allows more tracks
to pass quality cuts and be considered in discriminating between light and heavy flavoured jets. Since
the standard reconstruction was tuned without first tuning these a parameters, the reconstruction is better
tuned for the case without error scaling in the “Perfect” case. Another possibility is that the smaller SCT
and TRT errors after error scaling give rise to a lower weighting for the pixel hits. Giving a uniform
scaling may be giving some hits in the SCT and TRT higher weighting than is warranted for a subset of
hits (and subsequently lower weight for the pixel hits) resulting in worse performance.

Purification of jets, as described in [1], excludes labelling jets as light jets when there is a b-quark
within a cone of 0.8. This gives a more physics independent measure of the performance. Figure 8
compares standard and purified jets for tt̄ events and it can be seen that the rejections are higher for
purified jets but the trends are similar. The degradation of the “Aligned” case with respect to the “Perfect”
alignment is more pronounced after purification (25 – 30% degradation) than for the standard jets (10 –
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Figure 5: Comparison of the light jet rejections for the different taggers, IP2D, IPD3D, SV1 and the
combined tagger IP3D+SV1. Left plot: 50% b-tag efficiency. Right plot: 60% b-tag efficiency. Results
are with error scaling using tt̄ events.
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Figure 6: As in Figure 5 but without error scaling.
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Calibration

Jet Probability
A: ジェットに含まれる全ての
　 トラックを使ってcalibration
B: 真にIPから来てるトラック
　 のみを使った場合
トラックのcategory分けがされていない
p (sinθ)2/3 , pixel(SCT)の数、などで分けるべき

σd0 のチューニング ← d0の分布自体でやれる
Likelihood ratio
t-tbar を使う（？）
efficiencyの測定は出来るかもしれないが、multi-
dimensional likelihood に耐え得る統計を集める
のは難しい
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Figure 32: Symmetrized and normalized resolu-
tion function (transverse impact parameter sig-
nificance) for the JetProb tagger, as extracted fol-
lowing various scenarios (cf. text).
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Figure 33: Purified light jet rejection versus b-
tagging efficiency for the JetProb tagger running
on the same tt̄ events but using different resolu-
tion functions.

The B scenario indicates the best performance that could ideally be achieved if all spurious sources
of lifetime contamination could be eliminated. The ratio of the rejection levels for scenario B versus
A is about 1.15 at a 50% tagging efficiency. Therefore just using the b-tagging quality cuts seems to
give already very reasonable performance, which do not seem depend much on the calibration of the
resolution function, even though many more hypotheses should be checked.

8.5.2 Likelihood-based taggers

For the likelihood-based taggers, the p.d.f’s for all the variables (cf. Section 6.1) are built for the b-jet
and light jet hypotheses using Monte Carlo. The tt̄ channel can be used in data to isolate a sample of
pure b-jets from which the various distributions can be derived: preliminary studies [13] indicate than
more than 100 pb−1 of data are needed however. For the light jets, it seems very difficult to isolate a pure
enough sample in data.

In this section, the sensitivity to the calibration is estimated using reference histograms obtained
from Monte Carlo with very different settings. It is unfortunately not currently possible to know if those
settings are a good representation, both in nature and amplitude, of the differences data/Monte Carlo that
will be observed, but at least they give a feeling about the robustness of the likelihood taggers.

First it can be seen in Table 11 that using a different tracking algorithm for the reference histograms
leads to a very small variation in the rejection power, at most 10%. For this sample, this is of the same
order of the impact of using tracks from iPatRec instead of NewTracking (last lines of the sub-tables).
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Efficiency と Fake Rejection の 測定

Efficiency
t-tbar で b-tag を使わずに
b-jetサンプル
dijet事象を用いて Sytem 8
と呼ばれる方法

Fake Rejection Factor
SIP のマイナスの分布（=検出器のresolutionによって
生じる）を使って評価

Sample dependence をなくすためには、上記２つを
以下のn次元空間で測定する必要がある
jet pT, η ← 最低この２つ
jet multiplicity, luminosity
などなど
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Figure 28: Likelihood method: simulation of b-tagging efficiencies vs. pT for a 100 pb−1 sample
using the best permutation for events selected with a discriminant cut. The solid line shows the
true b-tagging efficiencies from the full MC sample using truth information. (b-tag weight=6.0,
discriminant cut 0.985)

topological selection method, leading to a 20 % larger uncertainty.

More work is required to resolve these points and perform a fully consistent comparison. However, it is
already clear that with 100 pb−1 of data, the counting method can measure the overall b-tagging efficiency
to a precision of better than 5 %, and, particularly as the luminosity increases through 200 pb−1 several
alternative approaches are possible that also enable the efficiency dependence on other variables (jet ET
and η) to be studied.

7 Calibration of b-tagging likelihoods in data

The ATLAS multivariate b-tagging algorithms rely heavily on likelihood reference distributions for light-
and b-quark jets derived from Monte Carlo simulation. Section 4 has already discussed the advantages to
be obtained in using a sample of tt̄ Monte Carlo events rather than the generic mixture used in the default
b-tagging algorithm configuration. A further step, which would also remove the reliance on Monte Carlo
simulatons, is to derive the reference distributions for b-jets directly from b-jets selected in real data.

In principle, the b-jet selection methods discussed in Section 5 would allow this to be done. How-
ever, none the methods produce a pure b-jet sample without the need for background subtraction, and
hence do not identify a pure sample of b-jets from which multiple variables can be extracted simulta-
neously on a jet-by-jet basis. Instead, background-subtracted distributions are produced. These can be
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Conclusions

ATLAS (LHC) で使われる b-jet tagging の方法に
ついて紹介した
シミュレーションから期待されるPerformanceは
様々な効果によってdegradeする可能性
Calibrationするのが難しい場合は n次元空間で
efficiency と Fake Rejection を測定すべし

実験初期にreliableなのは Jet Probability
豊富な calibration sample

もっときめ細かなcalibrationが不可欠
Sample dependence
少なくともトラックのqualityに応じたcalibration
←劇的な改善が期待できる（現在進行中）
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Tracking Performance

28

requirements are: at least two hits in the pixel detector and one in the b-layer, as well as |d0|< 1 mm and
|z0 − zprimary

vertex |sinθ < 1.5 mm.

4.1.3 Tracking efficiency

The b-tagging performance strongly depends upon the tracking efficiency. Tracking inside jets can differ
substantially from single track reconstruction in high-momentum jets where the track density is high.
The tracking performance for single tracks is discussed in Ref. [4].

Figure 2 shows the tracking efficiency and fake rate for tracks in tt̄ events as a function of the track
pseudo-rapidity. For the efficiency denominator, only primary pions produced well before the b-layer
(|Vx,y −PVx,y| < 10 mm) and with pT > 1 GeV/c and |η | < 2.5 are considered. The first level of the
efficiency corresponds to the basic reconstruction efficiency. The fake rate is defined as the fraction of
reconstructed tracks which do not pass the matching criteria used for the efficiency, i.e. less than 80%
of their hits are coming from the same Monte Carlo particle. At high pseudo-rapidities, the tracking
performance deteriorates mostly because of increased material and more ambiguous measurements. On
Figure 3, the difference in tracking efficiency in release 12 with respect to release 13 is shown for the
three efficiency levels. After b-tagging quality cuts, there is a loss in efficiency in release 13 of an
absolute 1% to 3% at large rapidities. In addition tracks reconstructed with release 12 are compared
to tracks reconstructed with release 12 but after re-digitization to decrease the fraction of dead pixels
from 5% to 1%. This 4% absolute gain in pixel efficiency translates at η ∼ 0 into a 2% absolute gain in
tracking efficiency when requiring a hit on the b-layer, since about half of the pixel clusters are one-pixel
long in z at this pseudo-rapidity, and therefore explains 66% of the gain in efficiency observed on the
bottom plot. The gain decreases steadily with |η | as the clusters become longer. The amount of dead
pixels plays an important role for b-tagging, as discussed in Section 8.3.1.
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three levels of track selection indicated in the cap-
tion of Figure 2.

Figure 4 shows the tracking efficiency and fake rate for tracks in tt̄ events as a function of their
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distance to the axis of the closest jet, for tracks fulfilling the b-tagging quality cuts. The tracking per-
formance degrades near the core of the jet where the track density is the highest and induces pattern-
recognition problems. This is visible for high-pT (> 100 GeV) jets. It can be seen on Figure 5 that the
tracking efficiency in the core of these high-pT has decreased substantially (between 1% and 7% loss in
absolute efficiency) with release 13, while the level of fakes has improved with about a 20% decrease.
The impact of such changes on b-tagging are discussed in Section 7.6.
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Finally, on Figure 6 the tracking efficiency and fake rates obtained with the default NewTracking
algorithm and with iPatRec are compared in release 13. The first plot shows the comparison for several
bins in the track pT , while the second plot is as a function of the distance to the jet axis. It is interesting to
note that the two algorithms have a different working point: NewTracking maintains a low level of fakes
at the price of loosing in efficiency, while the alternate choice was taken for iPatRec. This difference
in treatment will lead to different b-tagging performance for jets with high momentum, as discussed in
particular in Section 8.1. The features seen on these plots are specific to the pattern-recognition inside
jets: for instance the decrease of the NewTracking efficiency at high track pT is not visible for single
tracks, this is here correlated with the local track density since high-pT tracks are more likely to originate
from high-pT jets.
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Figure 8: Impact parameter significances for tracks in light jets. Two categories of tracks are used:
regular ones (red plain curves) and tracks with shared hits (blue dashed curves). Both distributions are
normalized to unity.
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Figure 9: Track impact parameter resolutions versus track pT , for several bins in the track pseudo-
rapidity.

4.2 Primary vertex finding

Another key ingredient for b-tagging is the primary vertex of the event. The impact parameters of tracks
are recomputed with respect to its position and tracks assigned to the primary vertex are excluded from
the secondary vertex searches. At LHC the beam-spot size will be σxy = 15µm and σz = 5.6 cm: there-
fore the primary vertex is specially important for the Z direction, while in the transverse plane only the
beam-lines could be used. The strategies to find the primary vertex and their performance are explained
in Ref. [5]. The efficiency to find the primary vertex is very high in the high-pT events of interest, and
the resolution on its position is around 12µm in each transverse directions and 50µm along Z. With pile-
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Table 4: Efficiency of track reconstruction (statistical errors only)
Setup efficiency [%]
Perfect 97.1±0.2
Random10 95.3±0.2
Random10 + error scaling 97.1±0.2
Aligned 96.9±0.2
Aligned + error scaling 96.9±0.2

Table 5: Ratio of fake tracks from the total accepted tracks (statistical errors only)
Setup fake tracks [%]
Perfect 2.33±0.02
Random10 2.46±0.02
Random10 + error scaling 2.29±0.02
Aligned 2.34±0.02
Aligned + error scaling 2.20±0.02

4.1 Vertexing Performance

The performance of the primary vertex finding algorithm is also investigated for the five scenarios of
detector geometry and error scaling. In a first step, the efficiency for the primary vertex finding is
computed as the ratio between the total number of reconstructed vertices to the total number of truth
vertices. It has been found that this remains constant, at a value of 99.7± 0.6%, irrespective of the
misalignment scenario considered.

The number of primary vertex outliers has also been investigated. In the following, a primary vertex
is flagged as “outlier” if the distance of the reconstructed to the truth position, shifted with the mean of
all the truth vertices, is larger than 30 µm in the x direction and larger than 150 µm in the z direction. The
percentage of outliers is shown in Table ??, which shows that residual misalignment introduces additional
outliers, and therefore causes a loss of precision in the primary vertex finding. The number of outliers
is however partially diminished by the application of error scaling for “Random10”. For the “Aligned”
scenario the corresponding scaling factors are much smaller than for “Random10” and the effect of error
scaling on the primary vertex performance is negligible. The modification of the investigated parameters
in the y direction is similar to that in the x direction.

A similar behavior is observed for the primary vertex resolution. The difference between the recon-
structed and the truth vertex positions, for x and z, is displayed in Figure ??. The introduction of residual
misalignment causes the distributions to become wider due to the random shifts and rotations introduced

Table 6: Ratio of primary vertex outliers (statistical errors only)
Setup outliers in x [%] outliers in z [%]
Perfect 1.7±0.1 4.1±0.1
Random10 5.5±0.2 8.3±0.2
Random10 + error scaling 2.8±0.1 6.1±0.2
Aligned 3.2±0.1 8.2±0.2
Aligned + error scaling 3.2±0.1 8.0±0.2
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Table 7: Primary vertex resolution (statistical errors only)
Setup res. in x [µm] shift in x [µm] res. in z [µm] shift in z [µm]
Perfect 11.4±0.1 −0.13±0.07 51.1±0.4 −8.2±0.3
Random10 15.1±0.1 4.2±0.1 63.0±0.4 1.4±0.4
Random10 + error scaling 13.2±0.1 2.6±0.1 56.6±0.4 2.3±0.4
Aligned 13.9±0.1 −0.18±0.09 53.7±0.4 −91.5±0.4
Aligned + error scaling 13.8±0.1 −0.15±0.09 55.4±0.4 −91.6±0.4

at the level of individual pixel modules. The shift is correlated to the shift of the entire pixel detector. The
values for the resolution are computed as the width of a Gaussian fit to the distributions and are shown
in Table 7. As in the case of the outliers, the resolution is degraded by residual misalignment, for both
x and z directions. Error scaling helps to partially recover the loss of performance for the “Random10”
scenario.
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Figure 1: Primary vertex resolution, shown for the x direction (a) and z direction (b), for the nominal
geometry (black), residual misalignment (red), and residual misalignment with error scaling (green)

5 Effects of Misalignment on Track Parameters

Section still in preparation describing the effect on the impact parameter significance

6 Effects of Misalignment on b-tagging Performance

For the study of the impact of the residual misalignment on the b-tagging performance, several data
sets have been produced. Eight cases are considered corresponding to each specific scenario of residual
misalignment (“Perfect”, “Aligned”, “Random10” and “Random5”) with and without error scaling as
described in Sections 2 and 3. Two physics samples have been studied: WH(mH = 120 GeV) and tt̄ .

6.1 WH → bb / WH → uu events

The b-tagging performance using WH(120) events has been investigated using the eight data samples
described above. Each data sample contains two subsets of 45,000 signal events (WH(120) → bb) and
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The b-tagging efficiency for the whole sample is determined from the weighted average of the
efficiencies determined in the different bins:

εdata
b→µ =

Nbins∑

i=1

εdata,i
b→µ × N i

µ−jet/
Nbins∑

i=1

N i
µ−jet (2)

where Nbins is the total number of jet η or pT bins.
Finally, as described in Section 6.1, a Monte Carlo based correction is applied to the results

from this section to calibrate the hadronic decay rate.

2.2 The System 8 Calibration Method

The b-tagging efficiency can be estimated solely on data using the System 8 technique [?]. In
this method, two data samples with different b-fractions are considered, to which one applies
two different b-tagging algorithms (a lifetime tagger, LT, and a soft muon tagger [?], SMT).
For brevity, one sample is called the “signal sample” and the other the “background sample”,
because in practice the b-enriched sample (the signal sample) is taken to be a subset of the other
sample (the background sample). For each sample four numbers are obtained: the number of
jets before tagging, the number of jets tagged by the LT, the number of jets tagged by the SMT,
and the number of jets tagged by both taggers. If the background sample has n jets of which nb

are b-jets and ncl are non-b- (c- and light) jets, and the signal sample has p jets (pb b-jets and
pcl non-b-jets), then we can write the following 8 equations:

n = nb + ncl (3)
p = pb + pcl (4)

nLT = nbε
LT
b + nclε

LT
cl (5)

pLT = pbε
LT
b + pclε

LT
cl (6)

nSMT = nbε
SMT
b + nclε

SMT
cl (7)

pSMT = pbε
SMT
b + pclε

SMT
cl (8)

nboth = nbε
LT
b εSMT

b + nclε
LT
cl εSMT

cl (9)
pboth = pbε

LT
b εSMT

b + pclε
LT
cl εSMT

cl (10)

This system of eight equations (hence the name of the method) has eight unknowns: nb, ncl,
pb, pcl, and four tagging efficiencies εLT

b , εLT
cl , εSMT

b , εSMT
cl , where εLT

b is the efficiency under
study. pboth and nboth refer to the number of jets tagged by both tagging algorithms. The
background sample will be jets for which a muon is found within the cone ∆R ≤ 0.4 with
respect to the jet axis (“muon jets”), and the signal sample (enriched in b-content) will consist
of muon jet events where a second jet back-to-back with the muon jet is tagged with a lifetime
algorithm.

An obvious attractive feature of this approach is that it does not require Monte Carlo input
and therefore does not suffer from related systematic uncertainties, though the method does
depend on Monte Carlo to estimate the systematic error.


